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The Sound of Science

The pejorative term “noisy data” indicates meaningless 
or distorted information. And we admit, some Earth and 
space science data can be noisy at times.

But auditory and sonified data can be melodious, harmoni-
ous, and just plain weird.

I mean, “Earth is Noisy. Why Should Its Data Be Silent?” 
ask Leif Karlstrom, Ben Holtzman, Anna Barth, Josh Crozier, 
and Arthur Paté on page 18. Kılauea is one of the most well 
studied volcanoes in the world, but fresh insights about the 
magma system below its summit bubbled to the surface with 
innovative auditory displays and sonification of  decade-  long 
data sets, the  scientist-  authors write. “Sonification as a tool 
for representing Earth science data is in its infancy,” they con-
clude, but their “Listener’s Guide to Kılauea” is a first step in the methodology finding its 
stride.

Earth is not the only noisy place in the universe, as Damond Benningfield notes in “The 21st 
Century’s Music of the Spheres” on page 26. Audification and sonification of space science 
data are supporting the development of new audiences and collaborations between scientists, 
artists, and engineers. The processes are also helping blind and visually impaired astronomers 
contribute more broadly and deeply to the discipline.

And sometimes, of course, noisy data are just noisy. In “Oceanic Cacophony,” Alka  Tripathy- 
 Lang explores how anthropogenic sound has added another layer to an already buzzing under-
water soundscape (p. 34). Sounds from human activity such as multibeam sonar, shipping, 
and oil and gas exploration are redefining both the science of hydroacoustics and the biolog-
ical communities that rely on sound to literally and metaphorically navigate their world.

From whale songs to black holes to lava lakes, auditory data are expanding the scope of Earth 
and space sciences. Listen up!

Editor in Chief 
Caryl-Sue Micalizio, Eos_EIC@agu.org

Editorial
 Managing Editor Jennifer Schmidt
 Senior Science Editor Timothy Oleson

Associate Editor Emily Dieckman
 Senior Science Reporter Kimberly M. S. Cartier
 News and Features Writer Grace van Deelen

Production & Design
Assistant Director, Operations Faith A. Ishii

 Senior Production and Analytics Specialist Anaise Aristide
 Assistant Director, Design & Branding Beth Bagley
 Program Manager, Brand Production Valerie Friedman
 Senior Graphic Designer J. Henry Pereira
 Multimedia Graphic Designer Mary Heinrichs
 Graphic Design Intern Anamaria Ferferi

Strategic Communications and Marketing
 Vice President Joshua Weinberg
 Publisher Heather Goss
 Assistant Director, Marketing & Advertising Liz Zipse
 Senior Marketing Specialist Camila Rico

Advertising
Display Advertising Steve West

steve@mediawestinc.com
 Recruitment Advertising recruitmentsales@wiley.com

Science Advisers
Geodesy Surendra Adhikari

 Ocean Sciences Clark Alexander
 Hydrology José Luis Arumi
 Natural Hazards Paula R. Buchanan
 GeoHealth Helena Chapman
 Atmospheric and Space Electricity Kenneth L. Cummins
 Tectonophysics Rebecca Dorsey
 Education Kyle Fredrick
 Near-Surface Geophysics Dan R. Glaser
 Diversity and Inclusion Sapóoq’is Wíit’as Ciarra Greene
 Space Physics and Aeronomy Jingnan Guo
 Hydrology Caitlyn Hall
 Science and Society  Sara Hughes
 Planetary Sciences James T. Keane
 Cryosphere Michalea King
 Seismology Ved Lekic
 Mineral and Rock Physics Jie “Jackie” Li
 Volcanology, Geochemistry, and Petrology Michelle Jean Muth
 Atmospheric Sciences Vaishali Naik
 Study of the Earth’s Deep Interior  Rita Parai
 Geomagnetism, Paleomagnetism,
 and Electromagnetism Greig Paterson
 Earth and Space Science Informatics Sudhir Raj Shrestha
 Nonlinear Geophysics Daniele Telloni
 Paleoceanography and Paleoclimatology Kaustubh Thirumalai
 Earth and Planetary Surface Processes Desiree Tullos
 Biogeosciences Merritt Turetsky
 History of Geophysics Roger Turner
 Global Environmental Change Yangyang Xu

This issue includes FSC-certifi ed paper.

Caryl-Sue Micalizio, Editor in Chief



2     Eos  //  JANUARY 2024

Features

CONTENT

26 The 21st Century’s 
“Music of the Spheres”
By Damond Benningfield

Astronomers listen to a moaning universe.

34 Oceanic Cacophony
By Alka Tripathy-Lang

Warming waters and noisy humans are changing the 
marine soundscape.

18 Earth Is Noisy. 
Why Should Its Data 
Be Silent?
By Leif Karlstrom et al.

On the Cover
Dmitry - stock.adobe.com

34

26

18



SCIENCE NEWS BY AGU  //  Eos.org     3

Columns

AmericanGeophysicalUnion company/american-geophysical-union@AGU_Eos AGUvideos americangeophysicalunion americangeophysicalunion

CONTENT

From the Editor
 1 The Sound of Science

News
 5 River Recovery from Drough Can Take Years
 6 Five Head-Scratching Martian Mysteries
 8 Arctic Warming Triggers Abrupt Ecosystem Shift 

in North America’s Deepest Lake
 9 Popping Bubbles Make Glaciers Melt Faster
 11 Crowdsourced Science Pulls Off a Daring WWII 

Data Rescue

Opinion
 13 Climate Education That Builds Hope and Agency, 

Not Fear

Research Spotlight
 40 Machine Learning Provides a Clearer Window into 

Ocean Motion | Better Bottom-Up Estimates of 
Wetland Methane Emissions

 41 James Webb Space Telescope Captures Saturn’s 
Changing Seasons | Aurora Records Reveal Shortened 
Solar Cycle During Maunder Minimum

Positions Available
 42 Current job openings in the Earth and space sciences

Crossword
 48 Sounds Like Fun

419

405



SAVE THE 
DATE

9–13 December 2024 
Washington, D.C. 
& Online Everywhere



SCIENCE NEWS BY AGU  //  Eos.org     5

NEWS

River Recovery from Drought Can Take Years 

S ince about 2020, North America has 
been in a drought that has caused water 
shortages, threatened crop yields, and 

killed wildlife. After a wet 2022–2023 winter, 
drought conditions have improved. But that 
doesn’t mean water supply woes are over.

Even after rain returns to dried-out areas, 
the impact of precipitation drought (also 
known as meteorological drought) persists 
in rivers for months or even years. In new 
research published in the Journal of Hydrology, 
scientists report that the lag time between 
the return of regular rain and the recovery of 
a river to its normal conditions can be years 
( bit.  ly/  baseflow - recovery). Climate change is 
worsening drought severity, which puts rivers 
at further risk of prolonged recovery, the 
authors write. 

“This is really important for understanding 
how meteorological drought impacts rever-
berate through the water cycle,” said Olivia 
Miller, a hydrologist at the Utah Water Sci-
ence Center who was not involved in the new 
research.

River Recovery
Total precipitation is a more observable indica-
tor of drought, but other types of drought exist. 
Baseflow drought, for example, refers to the 
depletion of groundwater that feeds streams. 
This kind of drought lowers a stream’s base-
flow, affecting the availability of water for 
drinking, agriculture, and ecosystems.

Streamflow drought, which refers to 
abnormally dry stream conditions, has wors-
ened in the United States since the 1950s. 
These droughts are now more severe and last 
longer. Emerging research has shown that 
the same is true for baseflow droughts.

“It takes time for our groundwater reser-
voirs to recover because it takes time for 
water to infiltrate,” said Hoori Ajami, the 
study’s coauthor and a groundwater hydrol-
ogist at the University of California, River-
side. “You may have precipitation back to 
normal, but not baseflow.”

In the new study, researchers analyzed data 
on precipitation, streamflow, baseflow, and 
more from 358 river catchments in the United 
States between 1982 and 2012. They found 
that the lag time between the end of a precip-
itation drought and the end of a baseflow 
drought was as long as 3.5 years, with an aver-
age lag time of 2.8 months.

Parts of the West Coast, South, and Great 
Plains showed longer recovery times, which 
the authors attributed to rising temperatures 

over time. The researchers also found that 
baseflow droughts became more severe and 
prolonged over the decades analyzed because 
of increasing temperatures.

Water Management 
on a Drying Continent
River recovery lag times are increasing as 
 climate change makes Earth’s atmosphere 
thirstier, said Jeffrey Mount, a geomorphol-
ogist and senior fellow at the Public Policy 
Institute of California. A drier, hotter atmo-
sphere sucks up precipitation that falls onto 
a catchment before that water can replenish 
the groundwater supply.

Increasingly volatile weather, spurred by cli-
mate change, may also affect river baseflow 
recovery, Mount said. Instead of regular periods 
of rain spread consistently throughout the 
years, many parts of the United States now see 
periods of heavy precipitation followed by 
intense dry periods. When all that water falls at 
once, the ground is quickly saturated, and more 

water flows away as runoff rather than entering 
the groundwater and replenishing baseflow.

Baseflow recovery is a “very big deal” in 
the West, Mount said, because many parts of 
the region don’t get much rain in the summer 
months and rely on river baseflows to main-
tain water supply.

“One key message we want to send is that 
people must be careful about managing the 
water they have,” hydrologist Sanghyun Lee, 
the lead author of the study, said in a state-
ment. “Because watershed boundaries often 
cross state or international lines, preserving 
precious water resources will require more 
cooperation.” Formerly a postdoctoral scholar 
in Ajami’s lab, Lee is now a postdoctoral fellow 
at the U.S. Department of Agriculture.

Some policies governing major water-
ways in the United States struggle to keep up 
with increased demand for water and lower 
streamflows, making accurate water fore-
casts crucial. In 2023, a state auditor found 
that water managers had “significantly over-
estimated” California’s water supply during 
the recent drought, a problem Mount said 
occurred in part because of a  limited under-
standing of baseflow recovery times.

Continuing to track those lag times will 
help policymakers and water managers 
maintain sustainable water usage in the face 
of drought, Miller said.

By Grace van Deelen (@GVD__), Staff Writer

The Little Snake River near Dixon, Wyo., experienced a period of low streamflow in 2021. Credit: USGS  Wyoming- 
 Montana Water Science Center

“People must be careful 
about managing the water 
they have.”
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Five Head-Scratching Martian Mysteries

Mars looms large in the scientific 
imagination, as well as in fiction. 
Of all the worlds of the solar system, 

it’s the only one Earth-like enough for 
exploration with Earth-like tools: Its atmo-
sphere is thin and transparent, its surface is 
dry and cold, and it’s close enough for regu-
lar study.

We’ve probed the Red Planet by telescope 
for centuries. And over the past 50 years, 
we’ve even sent instruments for a closer look. 
However, in geological terms, that’s just a 
sliver of time. Mars’s deep history remains a 
mystery.

“A major issue that we have pretty much 
in all of Mars studies is that we just don’t 
know what was going on in the distant past,” 
said planetary scientist Eryn Cangi of the 
University of Colorado Boulder.

Scientists have found volcanoes, dried lake 
beds, and other signs that the planet once 
looked very different, but many mysteries 
about why and how it changed remain. Here 
are five linked tangles scientists have yet to 
unravel.

1. Why Is the Southern Hemisphere 
So Bulgy?
Maps made by the Viking orbiters from the 
1970s—the companions to the Viking  1 
and 2 landers—showed that the Martian 
hemispheres are strikingly different.

“On average, the southern highlands are 
5 kilometers higher in elevation than the 
lowland, and the crust is tens of kilometers 
thicker,” said planetary geophysicist James 
Roberts of the Johns Hopkins University 
Applied Physics Laboratory. The pockmarked 
southern hemisphere also stands out against 
the relatively flat north.

“As for why, we don’t really know,” Rob-
erts said.

Plate tectonics could explain such a sharp 
boundary. But data strongly suggest that the 
Martian crust is one plate, with no faults or 
strong enough tectonic activity to create what 
we observe.

Researchers have proposed other explana-
tions, including a large impact early in the 
solar system’s history, similar to the one that 
formed our Moon. However, such a huge 
impactor would leave a type of basin scien-
tists have yet to identify, Roberts explained.

Alternately, heating within the planet 
could have been lopsided. A mantle plume 
under the southern hemisphere—possibly 
itself spurred by an impact—could both 
push up and thicken that half of the planet, 
explaining the higher elevation and crustal 
thickness.

The details, however, are difficult to con-
firm experimentally.

“The way to do that is to get a huge hot 
buttery network of seismometers on the 

ground,” Roberts said. Such a global spread 
of observations could help determine whether 
the hemispheres experience different seis-
mic activity and measure how geologically 
turbulent the planet is everywhere rather 
than in just one spot.

“[The InSight lander] was great, but there’s 
only so much you can do with one station,” 
he explained.

2. Where Has All the Water Gone?
Since the late 1990s, NASA’s Mars Global Sur-
veyor and Mars Reconnaissance Orbiter, as 
well as other orbiters have mapped dried river 
channels and what look like ancient shore-
lines. Rovers have found other signs that 
Mars was wetter in the past than it is today.

“We don’t know exactly when the water 
was particularly stable on the surface,” Cangi 
said. “We think it was very early in Mars’s 
history, but we don’t have enough data points 
to understand how [conditions] changed over 
time.”

It’s also unclear what happened to all that 
water. Cangi and other researchers study how 
gases escape the Martian atmosphere using 
hydrogen and its isotope deuterium. These 
processes could explain how water first evap-
orated and then disappeared into space, but 
that still reveals little about conditions mil-
lions or billions of years ago.

Some scientists have proposed that an 
ocean once existed on low-lying areas of the 
planet’s northern hemisphere. Others are 
more skeptical, pointing out that if we don’t 
know how relatively small lakes and rivers 
vanished from Mars, it’s that much harder to 

Mars holds secrets. Credit: NASA/ JPL-  Caltech/USGS

This map from the Mars Orbiter Laser Altimeter shows the topographic dichotomy of the hemispheres. Nearly the 
entire northern hemisphere (blue shades) lies below the average planetary radius, whereas the southern hemi-
sphere (red shades) is higher by several kilometers. Credit: NASA/JPL/USGS
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explain how an ocean dried up. Data support-
ing a huge body of water are also scant.

“We should see evidence of shorelines, 
[and] it’s just not there!” said planetary sci-
entist Tanya Harrison of the Earth and Plan-
etary Institute of Canada, who has worked 
extensively with remote sensing data from 
Mars. “There’s also not really any evidence 
across the northern plains of what you 
would expect to see [from] marine floor 
deposits.”

3. Why Is Mars an Ice Ball?
One known major reservoir of water is frozen: 
the Martian cryosphere.

“Mars has ice buried in its near surface and 
on the surface at the poles,” said planetary 
scientist Margaret Landis of the University of 
Colorado Boulder. “The problem is, we don’t 
know how it got there [or] if the polar depos-
its are gaining or losing mass.”

The polar caps were first observed in the 
17th century, though they were only later 
confirmed to be ice, when scientists watched 
them grow and shrink with the seasons. 
NASA’s Mars Odyssey spacecraft and Phoenix 
lander, which touched down at roughly 68° 
north latitude, confirmed the presence of 
subsurface ice when the lander’s excavation 
tool dug up white material that melted.

Getting a handle on the cryosphere’s his-
tory, Landis said, requires global studies like 
those that geologists and climatologists carry 
out on Earth. That means collecting ice cores, 
rock cores, and other samples that are diffi-
cult to obtain on Mars, whether by robot or 
eventually humans.

4. Is There Methane?
Few things in science are as frustrating as 
inconsistent data. The European Space Agen-
cy’s (ESA) Mars Express orbiter first mea-
sured methane in the planet’s atmosphere in 
the early 2000s. NASA’s Curiosity rover later 
detected the gas at the surface.

On Earth, methane is commonly produced 
by life, so finding it on Mars was very exciting.

“Later efforts to detect methane and under-
stand how it changes over a longer timescale 
have not been very successful,” Cangi said, 
pointing out that the sensitive ESA and Ros-
cosmos ExoMars Trace Gas Orbiter spacecraft 
has failed to find significant amounts of meth-
ane since it reached the planet in 2016. “From 
below, we think we are seeing methane on the 
surface, but from above, we’re not seeing any-
thing,” Cangi puzzled.

Nonbiological processes can make meth-
ane as well (serpentinization is one exam-
ple), so solving the inconsistencies in data 
wouldn’t help in the search for evidence of 
life. However, understanding why the mea-
surements don’t match is an ongoing priority 
for Martian research.

5. How Much Does the Planet Wobble?
One link between these mysteries is the lack 
of data about the Red Planet’s obliquity—how 

tilted its spin axis is—which determines how 
pronounced its seasons are.

Currently, Mars is tilted at almost the same 
angle as Earth, but both planets wobble over 
billions of years. We can trace Earth’s 
changes, but we don’t have that information 
for Mars yet.

“We think the obliquity changes chaoti-
cally over really long time frames, [so] you 
can’t predict it,” Cangi said. “Maybe Mars 
rotated straight up; maybe it was on its side, 
like Uranus. That has big implications for the 
climate: If you have a planet spinning on its 
side, then there’s a whole side where there’s 
no day [for half the year].”

On the other side, long periods of daylight 
might explain how Mars was once warm 
enough to hold liquid water. However, 
hypothesizing that this occurred too far in the 
past leads to its own problems because the 
young Sun was fainter and cooler than it is 
today.

Learning when and how Mars was warm 
requires a lot more detailed knowledge than 
researchers can obtain with present and 
future targeted surface missions, including 
those by human crews. And there’s more at 
stake than curiosity.

“This is the climate history of another ter-
restrial planet,” Landis said. It could double 
what we know about how a potentially Earth-
like climate evolved. “In a more dire way, how 
terrestrial planets’ climates change is a ques-
tion we’re going to really need a very solid 
answer to for policymaking decisions here 
on Earth. It has a lot of  far-  ranging conse-
quences outside of understanding Mars.” 

By Matthew R. Francis (@DrMRFrancis), 
 Science Writer

The Mars Express Orbiter captured signs of an 
ancient river delta in Jezero crater. Credit: ESA/DLR/
FU-Berlin

The Phoenix lander dug up evidence of melting ice. 
Credit: NASA/ JPL-  Caltech/University of Arizona/
Texas A&M University

Scientists think Mars’s spin axis wobbles over time. 
Credit: NASA/JPL/University of Arizona

“We should see evidence 
of shorelines, [and] it’s just 
not there!”
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Arctic Warming Triggers Abrupt Ecosystem Shift 
in North America’s Deepest Lake

From the air, Great Slave Lake looks like 
a giant goose winging across Canada’s 
Northwest Territories. Spanning an 

area the size of Belgium and reaching depths 
of up to 614 meters, it’s the 10th-largest 
fresh water lake in the world and North Amer-
ica’s deepest.

Its huge mass of cold water has helped 
shield Great Slave Lake from the climate 
impacts that have upended the eco systems of 
shallower lakes in high northern latitudes. 
But it no longer does, according to a new study 
in Proceedings of the Royal Society B.

Spurred by accelerating Arctic warming, the 
microscopic algae, or phytoplankton, at the 
foundation of the lake’s food web have made 
a radical regime shift since the turn of the cen-
tury ( bit . ly/  Great - Slave - Lake - warming). 
These  single-  celled organisms, called diatoms, 
leave behind silica shells that are preserved in 
lake sediment records. By analyzing the sedi-
ment, scientists found that the hefty,  chain- 
 forming diatoms that had long ruled Great 
Slave Lake have now been supplanted by tiny, 
 pancake-  shaped counterparts.

This upheaval in the system’s primary 
energy source could affect the lake’s produc-
tivity and carbon dynamics, alter its food web, 
and disturb a significant food and cultural 
resource for nearby First Nations and Métis 
communities.

Profound Change, Cascading 
Consequences
“In recent history, which we can link to cli-
mate warming and less ice cover, it really 
is a profound change,” said John Smol, a 
paleolimnologist at Queen’s University in 
Kingston, Ont., Canada, and a coauthor of the 
study. Although the consequences of the 
regime shift are not yet known, Smol said, 

the impacts are almost certain to cascade 
throughout the ecosystem.

Smol and colleagues compared lake bottom 
cores extracted in 2014 and the mid-1990s. 
The two sets of cores provided sediment 
records stretching back roughly 200 years, 
from which researchers analyzed diatom 
remains for changes in species abundance 
that signal ecosystem transition.

Sediments show that for much of the 
past century, the lake’s ecosystem was dom-
inated by Aulacoseira islandica—a heavy, 
 20-micrometer diatom shaped like a tin can. 
But beginning in the mid-1990s, a heterotro-
phic array of small, buoyant plankton about 
a tenth that size began to muscle in. The shift 
sharply ramped up around 2000. By the mid-
2010s, the analysis found, the tiny interlopers 
had completely taken over.

The shift in the dominant species of plank-
ton is unprecedented in the sediment record. 
Although the warming climate has been trig-
gering rapid shifts in smaller and  medium- 
 sized northern lakes since the mid-1900s, 
findings showed that very large bodies like 
Great Slave Lake, which had until recently 
been protected by extensive ice cover and 

thermal inertia, are no longer able to fend off 
change ( bit . ly/  arctic - shifts).

“The nature and magnitude of these effects 
is startling,” said Warwick Vincent, an ecol-
ogist specializing in Arctic lakes at Laval Uni-
versity in Quebec who was not involved in 
the research. “We expected North America’s 
deepest lake to have a large buffer capacity 
against global change, and it seems that this 
has now been exceeded.”

Rising Temperatures, Declining 
Ice Cover, Slowing Winds
Great Slave Lake’s abrupt transformation 
corresponds to accelerating Arctic climate 
change, said the study’s lead author, Queen’s 
University paleolimnologist Kathleen Rüh-
land. The region is now warming several 
times faster than the global average. Since 
2010, average air temperatures in the Arctic 
have climbed by 1°C. Lake ice cover has also 
declined significantly, and wind speeds have 
slowed in recent decades.

As a result of temperature changes, the 
lake is growing calmer, said Rühland, which 
is bad news for large phytoplankton like 
A. islandica that require turbulence to stay 

Great Slave Lake in Canada’s Northwest Territories is North America’s deepest lake. Recent research showed 
that its enormous mass of cold water no longer shields it from climate change effects. Credit: European Union, 
Copernicus  Sentinel-2A imagery

Photomicrograph of Aulacoseira islandica, a diatom 
that dominated Great Slave Lake prior to 2000. 
Credit: K. Rühland, Queen’s University
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afloat and in reach of light for photosynthe-
sis.

“They quickly sink out of the water col-
umn,” Rühland said. “But these conditions 
are ideal for these small,  pancake-  shaped 
diatoms that are more buoyant.”

The regime shift is “an early warning sign 
that things are really changing,” Rühland said. 
Further research and monitoring are needed 
to determine the broader impli cations.

One big question is how the shift will affect 
the algal primary production—or the creation 
of organic matter from inorganic carbon 
compounds—driving this vast  ecosystem’s 
food system ( bit . ly/  primary - production). 
Between 2003 and 2018, primary production 
in Great Slave Lake rose by 27%, according to 
a remote sensing study in the journal Water 
( bit . ly/  lake - carbon - fixation). But the smaller 
algae now fueling the food web could provide 
less nutrition for the organisms that eat 
them, ultimately affecting the food supply for 
fish and other aquatic life—and the commu-
nities that rely on them. In addition, the 
amount of carbon the new regime sequesters 
through primary production could rise or fall.

The researchers are now turning their 
attention to the Northwest Territories’ Great 
Bear Lake, which is farther north, colder, and 
even bigger than Great Slave Lake. Prelimi-
nary data on this lake, the eighth largest in 
the world, suggest that a similar upheaval is 
underway there too.

“We think of the Arctic as the miners’ 
canaries of the planet, and the lakes are 
recording it,” said Smol. “And within the 
lake, the canaries are probably the algae.”

By Cheryl Katz (@ckatz99), Science Writer

Popping Bubbles Make Glaciers 
Melt Faster

T idewater glaciers—colossal rivers of ice 
that flow into the sea—continually siz-
zle and hiss as their icy underbellies 

thaw in seawater. These underwater noises, 
sounding like frying food, are caused by the 
release of once-trapped air bubbles.

But these tiny pressurized bubbles don’t 
just make noise. New research has shown 
that energy liberated as the bubbles explode 
can enhance the underwater melting of these 
glaciers. Lab experiments showed that bubbly 
glacier ice melts twice as fast as  bubble-  free 
ice.

“These  millimeter-  sized air bubble explo-
sions have an outsized influence on tidewater 
glacier melt rates,” said Erin Pettit, a glaciol-
ogist at Oregon State University and a coau-
thor of the new study, which was published 
in Nature Geoscience ( bit . ly/  glacier - bubbles).

The discovery could explain, in part, why 
some tidewater glaciers, such as Xeitl Sít’i 
(LeConte) in Alaska, are melting faster under-
water than predicted by theoretical models.

Gauging Melting
One of the most dramatic ways that tidewater 
glaciers contribute to sea level rise is through 
shedding icebergs from their steep-sided 
fronts, where ice meets ocean—a process 
called calving. They also eject meltwater via 
streams running along their bases and through 
direct melting of their submerged fronts in 
warm ocean water.

Scientists want to understand this under-
water melting because it can influence glacier 
stability and iceberg calving, but measuring 
it directly is challenging.

Instead, they use theoretical models to 
estimate ice melting based on ocean tem-
peratures and currents. These models also 

In the 21st century, diatoms in Great Slave Lake 
diversified and included more  small-  celled organisms 
like Discotella. Credit: K. Rühland, Queen’s University

Xeitl Sít’i Glacier flows into LeConte Bay, a  10-kilometer-  long (6-mile-long) fjord in Alaska. Submarine melting 
happens on the submerged surface of the  near-  vertical glacier snout seen here. Credit: Erin Pettit
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give a picture of how glaciers might respond 
to ocean warming caused by climate change.

The trouble with these ice melt models, 
explained Pettit, is that they are based on 
observations of  bubble-  free sea ice. Up to 
10% of glacier ice is air, which gets trapped 
between ice crystals as snow is compressed 
over time. The air inside these bubbles can 
be at 20 times normal atmospheric pressure 
at sea level.

Pettit started studying glacier air bubbles 
about a decade ago, when she used hydro-
phones to listen to the soundscape near an 
Alaskan glacier in a fjord. A chance conversa-
tion with Meagan Wengrove, a coastal engineer 
at Oregon State University, spurred an idea for 
their lab experiment on popping bubbles. Wen-
grove is the lead author of the new study.

Testing a Hunch
No one had previously investigated how 
 high-  pressure bubbles affect ice melt, Wen-
grove said, even though “air bubbles are 
widely known to create turbulent flow in liq-
uids.”

Wengrove and her colleagues had a hunch 
that air bubbles might disturb the thin layer 
of cold water known to coat glaciers’ under-
sides, bringing warm water in direct contact 
with the glacier ice and enhancing melting.

To test their theory, the researchers used 
high-speed cameras to record glacier ice from 
Oregon State University’s ice core lab as it 
melted in a saltwater tank. They also shone 

laser light onto the ice surface and used tracer 
particles to track currents in the surrounding 
water. Then they repeated the experiment 
with  bubble-  free ice donated by an ice sculp-
tor.

Wengrove and colleagues found that air 
bubbles increased melting by supplying fast 
moving warm water to the ice surface. In their 
recordings, they observed that air bubbles 
popped out of the thawing ice explosively, 
leaving behind  low-  pressure voids in the pro-
tective boundary layer. They think warm sea-
water then rushes toward the glacier to fill 
these voids. The team also found that these 
air bubbles pulled warm water upward with 
them as they rose, creating currents that 
melted the ice further.

Wengrove and coauthor Jonathan Nash, an 
oceanographer at Oregon State University, 
built a model simulation to explore the effect 
of air bubbles at the glacier scale. They saw 
that the bubbles caused the strongest sub-
marine melting in water less than 60 meters 
deep, where water pressure is lower and 
therefore released bubbles expand rapidly 
and remain in the water column longer.

That means the results are likely most rel-
evant to the tidewater glaciers in the shallow 
waters around the Arctic, Nash explained. 
Antarctic glaciers melt at a greater water 
depth, so this process may be less impactful 
there, he said.

“These air bubbles clearly have a signifi-
cant yet overlooked impact on melting,” said 

Twila Moon, a glaciologist at the National 
Snow and Ice Data Center at the University of 
Colorado Boulder who was not involved in the 
study. “By quantifying that impact, this work 
is an important step in improving the accu-
racy of our ice melt models,” she added.

Currently, models rely mostly on ocean 
temperature and the strength of freshwater 
plumes coming from the glacier base to pre-
dict ice melt. Scientists know they are miss-
ing physics that improve their predictions, 
including the newly discovered bubble effect.

More Field Data
“These are really neat experiments,” said 
Keith Nicholls, an oceanographer at the Brit-
ish Antarctic Survey who was not involved in 
the study.

He noted, however, that air bubbles prob-
ably don’t fully explain the discrepancy 
between model estimates and real observa-
tions of glacier melt.

That’s because the environment in front of 
tidewater glaciers, where meltwater and sea-
water mix, is particularly complex, Nicholls 
explained. “Those processes are difficult to 
replicate in theoretical models or in the lab.”

Wengrove and colleagues said they need 
more field data before they can estimate the 
relative contribution of air bubbles to melt-
ing. Aside from the water conditions around 
a glacier, other ice properties, such as its sur-
face roughness, can determine how quickly 
ice melts.

The team recently returned from fieldwork 
at Xeitl Sít’i Glacier, where they have been 
using remotely operated vehicles to collect 
these much needed observations. Following 
their lab experiments, the  all-  too-  familiar 
bubbles have taken on a new significance, 
Nash said. “Now when we get close to an 
 iceberg, all we can hear are these bubbles 
screaming out at us as they melt away.”

By Erin Martin-Jones (@Erin_M_J), Science 
Writer

Glacier ice floats in LeConte Bay near Petersburg, Alaska. Credit: Oregon State University

“This work is an important 
step in improving 
the accuracy of our 
ice melt models.”
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Crowdsourced Science Pulls Off a Daring 
WWII Data Rescue

During World War II, sailors aboard U.S. 
Navy vessels recorded weather and sea 
conditions as they cruised the Pacific 

Ocean. After the war, most of these observa-
tions languished in classified logbooks for 
decades and were left out of data sets that 
formed the backbone of modern climate 
models. Recently, a crowdsourced science 
project recovered and digitized those  now- 
 declassified meteorological records, rescuing 
nearly 4 million observations that span a crit-
ical wartime data gap.

Before this project, the observations “had 
never been seen by anybody else except the 
people who wrote them,” said Praveen Teleti, 
lead researcher on the project and a climate 
modeler at the University of Reading in the 
United Kingdom.

This trove of historical weather data will 
improve the accuracy of our climate models, 
Teleti said. “Unless we can be very sure about 
the historical temperature, we can’t really be 
certain about how much climate has changed 
since then.”

Maritime Weather Records
Scientists use climate and weather models 
to understand how our global climate has 
changed over the past century, how it might 
change in the future, and what influences 
those changes. These models depend on 
meteorological records from around the globe 
and are only as accurate as the data that 
anchor them.

Observations over land can be collected 
by weather stations, but the effort is more 
complicated at sea. In the early 20th century, 
before the advent of satellites, most maritime 
weather data were gathered voluntarily by 
sailors aboard commercial trading ships.

What data we have from that time are 
 limited in their usefulness, Teleti explained. 
Commercial ships sailed along a few specific 
routes, and rarely across the Pacific Ocean. 
Sailors who collected meteorological data did 
not follow any one standard process, creating 
unknown biases. And because the efforts 
were voluntary, they submitted data only 
sporadically.

Moreover, the number of observations 
from trading vessels dropped precipitously 
during World War II (WWII), especially in the 
Pacific Ocean, when the few trade routes 
between the western United States and east-
ern Asia disappeared completely.

“World War II and other global wars have 
been challenging for the availability of envi-
ronmental observations due to changes in 
observing methods, loss of logbooks, and 
classification of material,” explained Eric 
Freeman, a surface marine data specialist at 
NOAA National Centers for Environmental 
Information in Asheville, N.C., who was not 
involved with this work.

However, other ships traveled the Pacific 
at that time: U.S. naval vessels deployed after 
the attack at the U.S. naval station in Pearl 
Harbor, Hawai‘i, in December 1941. Navy reg-
ulations from the era specified that each ship 
must log its position and meteorological con-
ditions every hour and detailed the methods 
a sailor should use to make the observations. 
(Whether a sailor followed regulations was, 
of course, another matter entirely.)

Rescuing Data Lost to Time
For decades, those logbooks were classified 
to protect military secrets. But in 2017, the 
National Declassification Center released 
nearly 200,000 pages of WWII-era material, 
including many from those logbooks.

Available, however, did not mean acces-
sible. Most of the pages remained in paper 
form at the National Archives and Records 
 Administration in Washington, D.C., Teleti 
explained. To access the data they contain, 
he and his colleagues worked with archivists 
to photograph and scan each page.

To log the now digital pages, they lever-
aged the power of the crowd by developing 
the Old  Weather–  WW2 project. Participants 
were presented with images of logbook 
pages and guided through transcribing ship 
identifiers, positional information, and any 
weather observations contained within.

Freeman, who has assisted with other 
crowd sourced science projects to recover 
surface marine observations, said these 
projects can drastically reduce the time and 
cost to recover historical records. “As long 
as there is an interest by the public in the 
data you are trying to digitize,” he said, “cit-
izen science is very effective, highly effi-
cient, and typically satisfies many disci-
plines, providing a large breadth of public 
use.”

In total, 4,050 volunteers helped digitize 
more than 630,000 records from more than 

Meteorological records from USS Pennsylvania, seen here off the Virginia coast in 1927, helped fill a gap in 
20th-century marine weather records. Credit: U.S. Bureau of Ships, Department of the Navy, U.S. National 
Archives and Records Administration, Public Domain via Wikimedia Commons

“World War II and other 
global wars have been 
challenging for the 
availability of environmental 
observations.”
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28,000 logbook images from 19 ships. Each 
record contained multiple types of weather 
observations, like wet- and dry-bulb tem-
perature, wind speed and direction, baromet-
ric pressure, sea surface temperature, visibil-
ity, and overall weather conditions. In total, 
the project rescued 3.7 million meteorological 
observations that span 1941–1945.

The project took a year and a half, Teleti 
said. “Thanks, I think, to the pandemic, peo-
ple were spending more time on the com-
puter, so we wrapped up this project relatively 
quickly.”

In some areas of the Pacific, these new data 
more than double the number of weather 
observations that were previously available 
( bit . ly/  ICOADS-3). Teleti and his colleagues 
reported these data in Geoscience Data Journal 
in September and planned to present them at 
AGU’s Annual Meeting 2023 in San Francisco 
( bit . ly/  WWII - logbooks).

“The citizen science aspect of this project 
is pivotal,” said Duo Chan, a climate scien-
tist at the University of Southampton in the 

United Kingdom who was not involved with 
the project. “Not only do citizen scientists 
speed up the conversion of these invaluable 
historical records, but their efforts also con-
tribute to a valuable data set that can be used 
to train AI algorithms to perform digitization 
on even bigger scales.”

Solving WWII-Era Mysteries
“These newly recovered observations fill 
huge voids in the climate record,” Freeman 
said. “Overall, the better coverage we have, 
the better confidence we have in how our 
models perform, and our ability to reproduce 
past climates is enhanced.”

The team expressed a hope that these data 
will not only improve the overall accuracy of 
climate reconstructions during WWII but also 
shed light on an anomalously warm period 
during WWII ( bit . ly/  WWII - SSTs).

Past records suggest that sea surface 
temperatures during 1941–1945 were nota-
bly warmer than the 5 years before and 
after, but the uncertainty in the data is sev-

eral times higher during the war than before 
or after it. No climate model has been able 
to reproduce this temporary spike in global 
mean sea surface temperature, Chan said. 
The ships’ logs can help depict the climate 
at that time and improve the models’ accu-
racy.

Teleti said that the team also hopes the 
data might help scientists constrain a strong 
El Niño event that occurred during that 
decade and understand the nature of 
Typhoon Cobra, a tropical cyclone in 1944 
that sank three U.S. destroyers and killed 
nearly 800 sailors ( bit . ly/  climate - anomaly 
-40).

“We were very inspired by the sense of duty 
[the sailors] had for their work,” Teleti said. 
“They probably never thought 80 years from 
that time anybody would be looking at these 
observations.”

By Kimberly M. S. Cartier (@AstroKimCartier), 
Staff Writer

This naval ship logbook page is from USS Farragut on 7 December 1941, the day of 
the attack on Pearl Harbor. It contains the ship’s name, passage to/from, date, 
zone, commanding officer, meteorological information, and navigation information. 
Credit: Teleti et al., 2023,  bit . ly/  WWII - logbooks, CC BY 4.0 ( bit . ly/  ccby4-0) 

Weather data rescued by the Old  Weather–  WW2 project (left column) add tens of 
thousands of meteorological data points to the existing data set (right column) for 
1941–1945. These data are air pressure observations. Credit: Teleti et al., 2023, 
 CC BY 4.0 ( bit . ly/  ccby4-0) 
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Climate Education That Builds Hope and Agency,  
Not Fear

The urgency of the climate crisis grows 
every year. Meanwhile, disinformation 
and politicization have made commu-

nicating the science of climate change 
increasingly challenging. For the past 
2 decades, such communication efforts have 
focused mainly on convincing people that 
climate change is real while also combating 
organized campaigns of denialism [Mann, 
2012]. These efforts have largely succeeded: 
Polls show that the public overwhelmingly 
accepts the reality of climate change. In one 
recent example in the United States, Leise-
rowitz et al. [2022] found that three quarters 
of those surveyed were “alarmed,” “con-
cerned,” or “cautious” about climate change, 
whereas fewer than 20% were “dismissive” 
or “doubtful.”

So although challenging climate change 
denial may still be necessary in some con-
texts, scientists, educators, and others who 
communicate about climate science face a 
new challenge: the clear gap between the 
public’s concern over climate disruptions and 
its understanding of what can be done today 
to affect our tomorrow. We must better con-
vey to audiences the needed changes—in 
energy sources and land use, for example—
and that humanity can, indeed, influence the 
scale of disruptions that unfold [Marris, 2021; 
Mann, 2021].

It is time to reorient our messaging, focus-
ing less on predictions of future hazards as 
though they are foregone conclusions and 
instead communicating a “hopeful alarm” 

that simultaneously stresses the urgency of 
the situation and instills a sense of agency in 
guiding the future.

Students are a vital demographic to reach 
as we shift the prevailing messaging of cli-
mate communication. Not only do they rep-

resent the next generations who must face 
the challenges of climate change, but also 
when they are surveyed, students and 
younger people generally profess concern 
about the issue and interest in climate action 
at higher rates than older segments of the 
population.

Indeed, young people, including many of 
our own students, are hungry for informa-
tion: In a 2023 survey, for example, 30% of 
U.S. teenagers expressed an interest in learn-
ing more about jobs related to sustainability 
and climate change. Meanwhile, hiring for 
“green jobs” has already been outpacing 
overall hiring in recent years, and transition-
ing from fossil fuels to clean energy is fore-
cast to generate millions of jobs in coming 
decades. Educators and climate communica-
tors can help meet these demands and 
empower students by providing specific 
examples of useful actions and relevant tools 
and opportunities to help them act construc-
tively.

The Hopeful Alarm Approach
We must be a beacon of hope, because if you tell 
people there’s nothing they can do, they will do 
worse than nothing.
—Margaret Atwood, The Year of the Flood

If hopeful alarm sounds like Pollyannaism, 
rest assured it is not. We can communicate 
the seriousness of potential perils to human-
ity and nature from climate change while also 
offering examples and resources that model 
constructive engagement, much as a physi-
cian would communicate the urgency of a 
cancer diagnosis while outlining a path for-
ward. That is not heedlessly optimistic—
rather, it is simply pragmatic.

Worry, not fear, has been shown to 
encourage protective, adaptive behaviors 
[Marx et al., 2007]. Despair and hopeless-
ness, meanwhile, have been documented to 
lead to “climate anxiety” and to sap motiva-
tion to act—indeed, fossil fuel interests 
deliberately promulgate widespread cyni-
cism and “doomism” among the public as a 
strategy to prevent meaningful action [Coan 
et al., 2021].

Any message of hopeful alarm should 
begin by emphasizing that people have 
agency, both individually and collectively, to 
shape the future. The die is not cast: Any 
actions that reduce carbon emissions today 
will improve our future, and there are not just 
two possible outcomes—success or failure. 
Instead, there is a continuum of potential 
outcomes, and where we land along that con-

Students in an ecology of urban environments course at Concordia University in Montreal, Que., plant a campus 
garden, the outcome of a final project in collaboration with the university’s Office of Sustainability. Student proj-
ects were guided by the climate goals of the university’s Sustainability Action Plan and focused on emissions 
reduction (e.g., through reduced lawn maintenance) and climate change adaptation (e.g., increased vegetation 
cover to reduce urban heat). Credit: Sarah O’Driscoll

Students are a vital 
demographic to reach as 
we shift the prevailing 
messaging of climate 
communication.
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tinuum depends on decisions we make now 
and in the years to come.

Technologies and policies with the poten-
tial to reduce atmospheric carbon emissions 
and greatly moderate the consequences of 
climate change exist [Intergovernmental Panel 
on Climate Change, 2023]. Adaptation mea-
sures can also be undertaken so that future 
impacts are more manageable. Yet it is rare 

that these messages are presented clearly to 
the public.

Implementing these technologies, policies, 
and measures will be difficult and likely 
involve discussions, negotiations, and, ulti-
mately, widespread  buy-  in, not only from 
lawmakers but also from the public. But if 
much of the public isn’t aware of the options 
available for dealing with the climate crisis, 

how are the needed conversations even to 
begin?

As a part of the effort to broadcast hopeful 
alarm, educators should reconsider  climate- 
 related content in their courses. For example, 
how much focus is put on messages like “Cli-
mate change is happening, and it is serious” 
versus “Here are solutions and ways to get 
involved”? We argue that in most curricula, not 
enough time is devoted to discussing solutions 
and, especially, to providing students with 
examples of productive action on behalf of the 
climate to inspire their own participation.

Bringing Climate Action 
into the Classroom
Many options exist by which educators can 
incorporate discussions of climate action into 
courses of different sizes, durations, and lev-
els (see sidebar). Even single class sessions 
that include sharing examples of role models 
and mitigation actions can make a difference 
for students.

One of the easiest, yet still effective, ways 
to broaden presentations of climate change is 
to highlight people and institutions involved 
in climate action: for example, activists influ-
encing public policy, entrepreneurs bringing 
new products to market, and municipalities 
building climate resilience.

Among the individuals we highlight are 
Swedish activist Greta Thunberg and scien-
tist Katharine Hayhoe, whose identification 
with the evangelical Christian community 
resonates with a particular segment of stu-
dents. We share resources such as the edited 
volume All We Can Save [ Johnson and Wilkin-
son, 2020] and the Not Too Late project to 
help show the range of people involved in 
climate solutions, and we encourage stu-
dents to participate in youth movements 
such as Zero Hour and the Sunrise Move-
ment. We also describe steps that local 
municipalities have taken, such as institut-
ing climate action plans and projects to con-

Students from Union College in Schenectady, N.Y., visit a local solar energy facility. During their  semester-  long 
course, the students considered the transition to renewable energy from multiple perspectives, including those 
of solar installers; the New York Independent System Operator, which operates the state’s energy grid; and 
elected officials. Credit: Jeffrey Corbin
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Time Available 
and Course Format

Ideas for Incorporating Climate Action

Single class,  
lecture courses

• Spotlight a specific person or an example of action or mitigation

• Highlight other large-scale problems that have been effectively addressed through  
science-based action and policy (e.g., the ozone hole via the Montreal Protocol and its 
amendments, which have also helped mitigate global warming)

• Invite students to pose questions about climate change

1–3 classes,  
lecture courses

• Detail a case study of a potential mitigation action, such as one outlined by Project Draw-
down

• Have students contribute to a class-wide slide presentation of people taking action to  
confront or manage climate change

• Discuss jobs and careers related to climate adaptation and mitigation

2–3 weeks,  
lecture courses

• Have students prepare reports about a specific action or solution (see Project Drawdown 
for examples)

• Demonstrate effects of various potential policies on climate change projections using  
Climate Interactive’s EN-ROADS tool

• Guide students to contact local leaders or engage family members about issues related to 
climate action

2–3 weeks in courses 
with small-class sessions

• Visit and discuss climate action with local stakeholders, such as municipal officials, entre-
preneurs, and activists

• Direct a climate negotiation simulation, using Climate Interactive’s World Climate Simula-
tion

>3 weeks in a small 
course or a large course 
with lab sections

• Calculate campus emissions budget from campus data, including for electricity, heating/
cooling, and transportation

• Develop proposals to reduce campus carbon emissions, following examples such as the 
Shut the Sash! project

Entire semester in a  
small class

• Facilitate internships or service learning with local stakeholders, municipal officials,  
or environmental organizations
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front flooding risks exacerbated by extreme 
weather and sea level rise.

Classroom discussions of these individu-
als, movements, and institutions can be tai-
lored to a wide variety of audiences, includ-
ing students in many  non-  STEM (science, 
technology, engineering, and mathematics) 
fields such as business, sociology, and even 
the arts. Such stories are empowering and 
breed a willingness to engage [Sabherwal 
et al., 2021].

Instructors can offer students more  in- 
 depth analysis of how carbon emissions can 
be targeted. For example, students can eval-
uate  carbon-  emitting activities and consider 
how those activities could be more efficient. 
Project Drawdown, which highlights dozens 
of specific actions across a range of sectors 
that reduce emissions or enhance natural 
carbon sinks, and Project EDDIE, which pro-
vides curricular modules and teaching activ-
ities (e.g., exploring green roofs as a solution 
to  climate-  induced precipitation increases), 
are great resources from which to draw. 
Instructors can also emphasize the rapid 
growth in  emissions-  reducing technologies 
using  business-  focused analyses to counter 

perceptions that controlling carbon emis-
sions is dependent solely on government 
largess.

In courses in which more time is available 
to focus on climate action (e.g., those featur-
ing supplemental laboratory sessions), stu-

dents could investigate climate action plans 
and emissions data from their own campuses 
to determine where cuts could be made or 
propose initiatives to reduce emissions. We 
have, for example, directed students to cal-

culate campus carbon emissions related to 
electricity, heating and cooling, and trans-
portation. They can also compare the energy 
provided via conventional versus renewable 
sources. Such projects make discussions of 
carbon emissions more concrete because they 
are centered around students’ own experi-
ences while also giving them valuable tools of 
analysis and even policy action.

The activities described above are largely 
directed at undergraduate and graduate stu-
dents, but they can also be undertaken in sec-
ondary school classrooms and laboratories. 
Many, if not all, of them support education 
standards related to analyzing and interpret-
ing data, using mathematical and computa-
tional thinking, and constructing explana-
tions and designing solutions. In addition, the 
National Center for Science Education offers 
a “Climate Super Solutions” module for grade 
 9–  12 classes that supports various Earth and 
space sciences core ideas.

Simulations and Service Learning
Educators can engage students in immersive 
simulation exercises that illustrate emissions 
policies and their consequences. For example, 

Such projects make 
discussions of carbon 
emissions more concrete 
because they are centered 
around students’ own 
experiences.
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in Climate Interactive’s World Climate Sim-
ulation, students act as climate negotiators 
representing one of six major nations or 
nation blocs at a United Nations conference 
where the goal is to reach an agreement that 
keeps global average temperature increases 
well below 2 degrees Celsius above the prein-
dustrial average.

Students carrying out a World Climate 
Simulation review briefing papers with 
information about their bloc’s economic and 
emissions profiles and negotiation goals 
before adopting any of a variety of pledges to 
control future emissions and deforestation. 
Pledges are entered into the associated 
 C-  ROADS climate simulator, which provides 

 real-  time feedback on how the pledges will 
affect future climate.

The simulation activity usually involves 
multiple rounds of negotiations among the 
different blocs, in which participants refine 
their pledges and develop a deeper under-
standing of the timelines and commitments 
necessary to achieve the climate goal and of 
the competing interests among countries. 
Surveys of more than 2,000 participants in 
the World Climate Simulation have shown 
that it effectively promotes feelings of both 
urgency and hope among participants, as well 
as an intent to learn more and a desire to act 
[ Rooney-  Varga et al., 2018]. Our own experi-
ence is that the simulations are engaging, 

lively sessions that result in realistic and 
unpredictable outcomes.

Internships and service learning opportu-
nities can be among the most effective expe-
riences for students. Instructors can help by 
publicizing and helping students pursue such 
experiences. Students who work directly in 
city or state agency offices, organizations, or 
companies that do local and regional work on 
climate solutions, emissions reductions, and 
mitigation planning gain valuable connec-
tions for future employment and action. They 
also gain an understanding of how concrete 
policies can make a difference in  real-  world 
settings [Coleman et al., 2017]. Seeing how 
such internships have influenced students’ 
future career paths has been among our most 
rewarding mentoring experiences.

Finally, educators should encourage stu-
dents to share with others what they’ve 
learned about the urgency of climate change 
and about ways to combat it. For example, 
students can email or write postcards to local 
stakeholders or decisionmakers about the 
need for action. We also encourage students 
to view themselves as nerd nodes, or trusted 
sources on science for people in their net-
works [Willingham, 2013], and to begin con-
versations with family members and others 
in their community about climate change.

To help in this effort, we point them to 
valuable science communication resources to 
help them think about how best to frame 
their message. Students have reported feeling 
empowered to talk with people outside of 
class about what they have learned and how 
rewarding that experience was.

Two Union College students participate in a Climate Interactive World Climate Simulation, detailing their nation 
bloc’s pledge to reduce carbon emissions to their fellow “representatives” in a mock United Nations conference. 
Credit: Union College
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From Empowerment to Action
All educators hope their students and audi-
ences internalize what they learn so they can 
apply the knowledge beyond the classroom. 
For those of us who educate about climate 
change, it is especially imperative that we 
motivate students to act constructively with 
respect to the climate crisis.

The concept of hopeful alarm reflects the 
rapid and dramatic shift in public attitudes about 
climate change in recent years. Instead of asking 
whether climate change is real and why it mat-
ters, many people—notably students and young 
people—now ask, “Is there any hope?” and “Is 
there anything I can do?” Hopeful alarm pro-
vides a framework for answering those ques-
tions through positive, motivating messaging.

The scale of the climate challenge is vast, 
so the entrée to action can be overwhelming. 
Students benefit from exposure to specific, 
practical examples of actions and role models 
as well as from their own experiences with 
getting involved. By providing these exam-
ples and facilitating these experiences, we 
highlight clear pathways and equip those 
most likely to act on behalf of the climate 
with the tools they need to be successful.
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Earth Is Noisy.
Why Should Its Data  

Be Silent? 

Kīlauea’s shallowest magma reservoir, 1–2 kilometers beneath Halema‘uma‘u 
crater at the summit, and conduits feeding the reservoir are depicted in this 
illustration. Credit: Ben Holtzman
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Earth Is Noisy. COMBINING VISUAL AND SONIC REPRESENTATIONS OF DATA  
CAN MAKE SCIENCE MORE ACCESSIBLE AND HELP REVEAL 
SUBTLE DETAILS. A NEW ANALYSIS OF THE RECENT  DECADE- 
 LONG ERUPTION OF HAWAI‘I’S KĪLAUEA VOLCANO OFFERS  
A CASE IN POINT.

BY LEIF KARLSTROM, BEN HOLTZMAN, ANNA BARTH, JOSH CROZIER, AND ARTHUR PATÉ

Volcanic eruptions can engage all our 
senses. Dramatic scenes of lava flows 
and ash clouds, the sound and feel of 
seismic vibrations, the smell and taste 
of gas emissions and ash, the intensity 

of the heat—scientific instruments can measure and 
record the physical and chemical causes of these 
sensations and preserve them as numerical data. 
However, when scientists analyze data to look for 
patterns and anomalies, they turn most often to 
visual representations. Could our other senses tell us 
things that our eyes are missing?

Graphs, photos, maps, and videos are familiar 
and  well-  used tools for visual display. However, the 
human auditory system sometimes outperforms 
vision in helping people detect subtle temporal pat-
terns or teasing out  cause-  and-  effect relationships 
among multiple data streams. In research, new 
ways of examining data often lead to discoveries. 
Auditory display and sonification—the representa-
tion of data through sound—thus hold great poten-
tial for advancing science by helping scientists take 
fuller advantage of their creative and deductive 
capabilities.



20     Eos  //  JANUARY 2024

Sonification has been used in limited ways in the past, 
such as through the  well-  known sounds of sonar dis-
plays and Geiger counters.

The time is ripe for bringing this capability into wider 
use in research. Science education and outreach efforts 
can also leverage current cultural trends and technologi-
cal developments that facilitate immersive multimedia 
experiences to make information accessible to broader, 
nontechnical audiences using sound [e.g., Holtzman et al., 
2014]. What’s more, sonification provides a framework 
for data to be perceived and evaluated by visually 
impaired scientists [e.g., Song and Beilharz, 2007], who 
potentially have more highly developed aural perception 
and awareness than the visually unimpaired.

Sonification involves data processing steps that are 
sometimes analogous and complementary to those used 
in machine learning methods [Holtzman et al., 2018], 
which can quickly reveal important features and useful 
workflows for exploring data sets [Barth et al., 2020]. 
Combined with model outputs, which may also be repre-
sented aurally, features identified through sonification 
of physical data can lead to new understandings of com-
plex natural systems in the solid Earth and surface envi-
ronments.

Listening to Earth
In geoscience, sonification has been used in seismology 
since the Cold War [Speeth, 1961]. Scientists recognized 
that the human ear could distinguish between bomb 

blasts and tectonic earthquakes simply by speeding up 
recordings of ground shaking into the range of human 
hearing (~20 hertz to 20 kilohertz). This direct sonifica-
tion is one of the simplest forms of auditory display and 
can be readily applied (with appropriate preprocessing) 
to a diverse array of oscillatory data, such as those 
detailing planetary orbits, seismicity, infrasound, ice 
core or sedimentary records, and paleomagnetism.

Recent work has demonstrated that humans can dis-
tinguish characteristics of seismic wave propagation 
through Earth from signatures of the earthquake source 
in auditory displays of seismograms, and this ability 
improves with training [Boschi et al., 2017]. Because the 
frequencies of interest in teleseismic earthquake data (0. 
0001–  10 hertz) are far below the lower limit of the 
human hearing range, direct sonification requires that 
raw data be shifted to higher frequencies. This frequency 
shift—multiplying discretely sampled observation times 
by a speed factor—represents an aesthetic parameter 
that must be chosen, like the color or size of a symbol on 
a visual graph.

In sonifying catalogs of earthquakes or other oscilla-
tory  data-  generating events, researchers can use multi-
ple speed factors to stretch or compress individual 
events while accurately preserving the time sequencing 
of the catalog. Audio spatialization may additionally help 
distinguish sounds or represent spatial parameters, such 
as earthquake hypocenters, relative to a chosen observa-
tion location [Paté et al., 2022].

Fig. 1. Kīlauea can be viewed at different scales. At bottom left, the Pacific plate moves over a deep mantle plume (light green). Heat and magma from the 
plume have worked their way through the oceanic plate (dark green), generating volcanoes, including the Hawaiian Islands, for about 80 million years. The 
red arrow indicates current plate motion. At top left, magma follows complex pathways as it rises through the uppermost mantle on its way toward Kīlauea 
(red box) and its neighbor Mauna Loa (illustration is based on recent work by Wilding et al. [2022]). At top right, reservoirs at a few kilometers deep are final 
staging places for magma as it ascends toward the surface to feed eruptions at Kīlauea’s summit (red box) and rift zones. At bottom right, the conduit from the 
shallowest reservoir to the lava lake in Halema‘uma‘u crater at the summit was very active during the  2008–  2018 eruption. Credit: Ben Holtzman
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Sonification for All Types of Data
Sonification can also be applied to data sets that are not 
simply oscillatory, although additional choices beyond 
speed factors are required to represent other parame-
ters. A popular approach is  parameter-  mapping sonifi-
cation, in which data parameters are mapped to the 
parameters of sound. For example, the pitch of the con-
tinuous whistle of a teakettle goes higher as the water’s 
boiling rate increases. The rising sound frequency indi-
cates a rise in steam flux through the hole in the spout, a 
physical process that is a sonic proxy for boiling rate.

General sonification approaches accomplish this by 
transforming data into sound. Other approaches may, 
for example, depict specific events like earthquakes with 
a specific sound called an auditory icon. The auditory 
icon can be modulated on the basis of aspects of the data, 
such as using a higher pitch and less reverberation for 
 lower-  magnitude seismic events.

As musicians well know, many parameters can help 
distinguish sounds: Pitch, loudness, timbre, and har-
monic and temporal complexity can all be manipulated 
and mapped to data. Approaches such as granular syn-
thesis that are common in audio engineering and com-
puter music also represent powerful tools for represent-
ing diverse and  high-  dimensional scientific data [Roads, 
2004].

Pairing sonification with animation so that the aural 
and visual systems can work together is another often 
useful approach [Holtzman et al., 2014]. The resulting 
“data movies” typically include an audiovisual key that 
explains the auditory and visual algorithmic rules for 
generating the data representation. Animations incor-
porate visual data representation tools and allow inclu-
sion of more data types as well as models that facilitate 
interpretation.

To demonstrate the range of sonification techniques 
and the data movie approach described above, we have 
worked with multiple data sets recording volcanic activ-
ity at Kılauea volcano in Hawai‘i.

A Decade of Kīlauea Volcanic Activity
Kılauea, one of the most active volcanoes in the world, is 
fed by decompression melting of a mantle plume that 
also feeds other active volcanoes on the island of Hawai‘i 
(Figure 1).

The summit vent of Kılauea was active from 2008 to 
2018, and in that time, it hosted an active lava lake that 
provided an open window into the underlying magma 
system [Patrick et al., 2021]. This summit activity was 
accompanied by intermittent effusive (nonexplosive) 
eruptions along Kılauea’s East Rift Zone, such as the 
Kamoamoa eruption in 2011. The activity culminated in 
2018 with an East Rift Zone eruption that produced 
roughly 1 cubic kilometer of magma, damaging nearby 
neighborhoods and infrastructure, and induced a 
 months-  long sequence of  earthquake-  generating cal-
dera collapse events at the summit.

Analysis of this  decade-  long eruption, as well as more 
than a century of preceding study, has made Kılauea one 

of the world’s best understood 
active volcanoes.

The general structure of 
Kılauea’s shallow magma sys-
tem has been known for 
decades, although researchers 
are continually refining the 
picture and important ques-
tions remain unanswered. 
Above a deep magma transport 
network rising from the under-
lying mantle plume, magma is 
inferred to be stored in a few 
locations: in a reservoir about 
 1–  2 kilometers beneath the 
summit Halema‘uma‘u crater 
vent, in another region  3–  5 
kilometers beneath the summit 
vent, and along  dike-  like 
structures extending laterally 
from the summit to the volca-
no’s rift zones. During much of 
 2008–  2018, a direct conduit 
existed between the shallower 
magma reservoir and the summit lava lake.

Although the spatial structure and temporal connec-
tivity of subsurface magma at Kılauea are not fully 
understood, we have incorporated available information 
in a series of conceptual sketches of the magma system. 
These sketches contextualize our focus on the upper-
most plumbing of the volcano in a data movie that rep-
resents the evolution of the shallow summit magma sys-
tem over two time windows during the recent eruptive 
period.

Multiscale Magma Dynamics in Sight and Sound
The composite data movie includes an introduction and 
aural key (with  voice-  over of text for accessibility) to 
introduce the sonification techniques and the geologic 
context. The first time window illustrates  decadal-  scale 
dynamics of the Halema‘uma‘u crater from 2008 to 2018, 
during which a wide range of activity occurred (Figure 2, 
left); the second zooms in on the summit caldera col-
lapse sequence and lower East Rift Zone eruption in 2018 
(Figure 2, right). For the first window, the  120-  second 
duration of the data movie means that each second in 
the movie represents roughly 1 month of real time; for 
the  zoomed-  in 2018 collapse sequence between 11 May 
and 7 August, each second represents about 1 day. (For 
both cases we have also made  60-  second versions of the 
movies to demonstrate how the time scaling changes the 
detail with which events can be examined.)

We chose three data sets to sonify for the  2008–  2018 
data movie.  Near-  summit earthquakes, from an  island- 
 wide seismic catalog, track the volcano’s  time-  evolving 
stress state. A separate catalog [Crozier and Karlstrom, 
2021] of small earthquakes associated with rockfalls 
from crater walls into the lava lake reflects very long 
period (VLP) seismicity, with dominant oscillation peri-
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ods longer than 10 seconds. And radial ground deforma-
tion data gathered by  near-  summit Global Navigation 
Satellite System (GNSS) sensors track inflation and 
deflation of the ground surface [Patrick et al., 2021].

We sonified these three data sets using methods 
designed to represent qualitatively the physical pro-

cesses that the different data sampled.
For  near-  summit earthquakes, we 

used a simple direct sonification of  near- 
 summit vertical ground motions from a 
station (NPT/NPB) in the U.S. Geological 
Survey’s Hawaiian Volcano Observatory 
network. For each earthquake, we 
applied a speed factor of 150, meaning 
that seismic frequencies originally above 
about 0.13 hertz are audible in the movie.

Differences in the magnitudes and 
durations of individual earthquakes are 
reflected in loudness and timbre. Com-
bined with an animation of the hypocen-
tral location (directly under each earth-
quake’s epicenter), this approach 
permits clear identification of stress 
changes and patterns of fracturing inside 
the volcano through time. We further 

used  left-  right stereo panning (i.e., partitioning sound 
unevenly into different channels) to represent the longi-
tudinal distance of each earthquake from the crater cen-
ter.

VLP seismicity, on the other hand, tells a story about 
the evolving magma system beneath Kılauea. As soon as 
the Halema‘uma‘u crater opened in 2008, exposed crater 
walls began progressively collapsing into the churning 
lava lake, and by 2018 the lava lake diameter had grown 
by a factor of 4. Seismometers detected damped, reso-
nant sloshing of magma in and out of the shallow ( 1- to 
 2-  kilometer-  deep) Halema‘uma‘u reservoir caused by 
large rocks falling onto the lava lake surface. The dura-
tion and frequencies (both the fundamental mode and 
overtones) of this remarkable resonance depend on the 
geometry of the magma system and on magma proper-
ties such as temperature and bubble content. Variations 
in resonant characteristics over time thus reflect 
changes within the magma system [Crozier and Karlstrom, 
2022].

Although these VLP waveforms are often quite tonal 
(i.e., they exhibit few overtones), direct sonification 
leads to short sounds that do not represent the complex-
ity of the real events well. To allow listeners to hear the 
temporal structure in the VLP seismicity, we sonified the 

Fig. 2. The top plots show data sets from Kīlauea volcano used to sonify data and produce data movies. At top left is the timeline from 2008 to 2018, with blue 
dots representing periods of very long period (VLP) seismic events, gray bars representing the magnitude of earthquakes detected at Kīlauea’s summit, and the 
orange curve representing radial ground deformation measured by Global Navigation Satellite System (GNSS) sensors. At top right is the timeline for the  4- 
 month eruption and caldera collapse sequence lasting from 11 May to 7 August 2018, with gray bars again representing earthquake magnitudes and the 
orange curve representing tiltmeter data. The bottom plots show spectrograms of composite sonified data corresponding to the top plots, with audio frequency 
plotted versus score durations (120 seconds in both cases). Letters in the left plots indicate where the raw data sets appear in the sonification spectrogram (a, 
VLP events; b, earthquakes; c, ground deformation). Watch the data movies (see QR code above) to see how this representation translates to sound.

WATCH AND 
LISTEN! 
HOW 
SCIENTISTS 
SONIFIED 
KĪLAUEA
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strongest spectral peaks in each seismogram by synthe-
sizing pure sinusoidal tones—with frequencies between 
200 and 500 hertz and sound durations of 1 second—that 
preserve the relative frequency spacing and temporal 
envelopes in the seismic data (Figure 3).

Animation again provides a key aid in interpreting the 
sound: We associate each VLP event with a splash of 
color within a sketch of the summit lava lake and shal-
low plumbing system. The color scale corresponds to the 
period of the VLP fundamental mode, with cooler colors 
representing shorter periods. Because the period and 
decay rate of VLP seismicity track magma temperature 
and volatile contents within the shallow reservoir and 
conduit [Crozier and Karlstrom, 2022], this animation 
provides a tool for examining how internal dynamics of 
the volcano likely evolved through the eruption.

Finally, we sonified geodetic (radial GNSS) data col-
lected around Kılauea’s summit that track magma 
buildup below the summit. This magma helped drive 
lava lake dynamics and supply the climactic eruptive 
sequence in 2018, and the GNSS data capture deforma-
tion occurring over larger areas and longer timescales 
than the earthquake data do.

We chose a sonification method that represents the 
relatively slow increases or decreases in radial deforma-
tion by adding or removing notes, respectively, from a 
chord of synthesized tones. We built this chord using 
notes of Lydian mode (a  seven-  note musical scale) span-
ning three octaves. The gradual swelling of the volcano 
leading up to the sudden collapse in 2018 is thus repre-
sented aurally with steadily increasing tone density and 
frequencies. Small variations in deformation embedded 
in the  long-  term inflationary trend are represented by 
scaling the loudness of the chord through time with 
these  short-  term, detrended fluctuations.

Visually, the deformation is represented as a circle of 
varying radius located at the inferred centroid of the Hale-
ma‘uma‘u reservoir where magma was accumulating.

For the 2018 caldera collapse sequence, we sonified 
only geodetic and earthquake catalog data, allowing a 
more focused examination of cyclic behavior during the 
climactic eruptive episode. In this sequence, 62 earth-
quakes of about magnitude 5, occurring roughly daily, 
accompanied steplike drops in the caldera floor recorded 
by a  near-  summit tiltmeter (a different type of geodetic 
measurement than GNSS). Hundreds of smaller earth-
quakes occurred between these collapse events, with the 
time between events decreasing as stress drops.

We used the chord sweep approach developed by Barth 
et al. [2020] to sonify the tiltmeter data, resulting in con-
tinuous tone clusters that rise and fall on a symmetric 
octatonic musical scale with the caldera collapse. Direct 
sonification of earthquakes, using a speed factor of 280 
(original frequencies above about 0.07 hertz are audible), 
permits clear differentiation among different event mag-
nitudes, and  left-  right stereo panning relative to the cen-
ter of the caldera provides a spatial sense of caldera col-
lapse. We sonified roughly 16,000 earthquakes with 

Fig. 3. This example workflow for the sonification of a VLP seismic event at 
Kīlauea shows (a) the vertical deformation seismogram recorded at station NPT 
beginning at 09:00 UTC on 21 May 2017 [Crozier and Karlstrom , 2021]; (b) the 
power spectrum of this seismogram, highlighting four strong peaks associated 
with resonant fluid motions in the shallow plumbing system; and (c) the resulting 
sonification, a composite  1-  second-  duration audio waveform. The synthesized 
audio was created by extracting envelopes at the four resonant frequencies from 
seismic data, stretching these envelopes to  1-  second duration, then multiplying 
the envelopes by audible sinusoidal tones that preserve the original relative spac-
ing between seismic frequencies.
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magnitudes greater than 1.5 
[Shelly and Thelen, 2019] 
recorded at a station (PUHI) 
away from the summit to avoid 
signal clipping.

For the accompanying visu-
alization, we animated and col-
ored the hypocenters and 
depths of earthquakes atop an 
image of regional topography 
and under a timeline of ground 
tilt. This visual approach illus-
trates the dramatic caldera col-
lapse at the end of the 2018 
sequence using topographic 
data collected afterward.

A Listener’s Guide 
to Kīlauea
 Well-  constructed data movies 
can be viewed on multiple lev-
els. More so than standard, 

static plots of time series data, data movies excite curi-
osity even in viewers with no scientific background or 
training. If an audiovisual key is provided, visual pat-
terns and sounds promote rapid assessments of causality 
and spatial structure. One can also view and listen to 
data movies purely as aesthetic creations independent of 
the underlying science. Indeed, our approaches to soni-
fying data for the Kılauea data movie mirror  data-  driven 
techniques used in computer music composition, and 
volcanic unrest episodes naturally involve compelling 
musical elements of tension and release.

Beneath the aesthetic appeal, however, like any good 
technical graph, data movies hold layers of meaning 
that can emerge with multiple viewings and listenings 
and with increased scientific knowledge. For example, if 
you watch our movie a few times (or perhaps even only 
once, if you’re very perceptive), you may notice shifts in 
VLP period that covary with patterns of other earth-
quakes around the volcano and ground inflation 
between 2008 and 2018. You may also notice the 
remarkable sequences of small foreshock earthquakes 
that preceded  larger-  magnitude events in 2018 and were 
spatially localized around multiple evolving fault struc-
tures that hosted the  large-  scale caldera collapse.

Some of these patterns have already been addressed 
in the  peer-  reviewed literature. But others have yet to 
be studied or explained. So what do you hear? Do clear 
patterns of deformation, VLP seismicity, or earth-
quakes seem to precede the 2018 eruptive sequence or 
other eruptive events? Do patterns of earthquakes and 
deformation change throughout the 2018 eruptive 
sequence?

Sonification as a tool for representing Earth science 
data is in its infancy. We hope the application presented 
here, further details of which can be found at the Vol-
cano Listening Project, inspires others to experiment 

with listening to their data. We look forward to seeing—
and hearing—the results.
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The 21st

Century’s
“Music 
of the
Spheres”
Scientists and artists are giving  

voice to everything from planets to 

black holes, enriching the research 

experience and bringing wonders  

of the universe to new audiences.

By Damond Benningfield

Data sonification provides a new method to analyze and appreciate cosmic 
objects like the center of our galaxy, here visualized with combined data from 
NASA’s Chandra X-ray Observatory, Hubble Space Telescope, and Spitzer Space 
Telescope. Credit: NASA/JPL-Caltech/ESA/CXC/STScI
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T he supermassive black hole at 
the core of NGC 1275, a galaxy 
in the heart of the Perseus 
cluster, moans like a goblin in 
a Halloween haunted house. 
The moan is produced as radi-

ation from an accretion disk around the 
 800-  million-  solar-  mass black hole pushes 
against gas falling into the black hole’s 
maw. The interaction creates sound waves 
in the gas, producing the deepest sound ever 
discovered—57 octaves below middle C.

“It’s hundreds of keyboards too low for us 
to hear,” said Kimberly Kowal Arcand, a 
visualization scientist who works with 
Chandra  X-Ray Observatory data at the Har-
vard & Smithsonian Center for Astrophys-
ics.

The sound doesn’t travel across the inter-
galactic void to Earth—at least not directly. 
Instead, astronomers see the ripples in 
images of the cluster’s gas clouds. A team of 
researchers converted the light waves to 
sound, then pitched them into the range of 
human hearing. “We kept [the sound] on 
the low end because it wouldn’t make intui-
tive sense to pitch it higher,” said Matt 
Russo, a physicist at the University of 
Toronto who worked with Arcand and others 
to produce the sound.

“People say it sounds exactly like they’d 
expect a black hole to sound—dark, omi-
nous, mysterious. It really touched a nerve,” 
said Russo.

Many nerves, to be precise. The audio has 
been played or downloaded more than 2 bil-
lion times, and the story was featured in 
more than 1,200 news broadcasts, websites, 
magazines, and other outlets in just 
1 month, Arcand said. “The reaction was 
just insane.”

Although it is by far the most popular 
example, NGC 1275’s black hole isn’t the 
first astronomical “voice” to ring out across 
the cosmos. Scientists have enabled us to 
hear planets, moons, stars, supernovas, 
galaxies, and many other objects. Their 
efforts range from direct recordings of the 
sounds on Mars to artistic interpretations of 
some of the spectacular images from Chan-
dra, James Webb, Hubble, and other space 
telescopes.

The sonifications—audio produced from 
scientific data—provide new ways for scien-
tists to interpret massive data sets and allow 
blind or visually impaired (BVI) astronomers 
to share in research efforts more fully. 
“Sonification of data can…provide a com-
plementary method for analysing observa-
tions and avoiding biases,” suggested an 

editorial in the November 2022 issue of 
Nature Astronomy. “Our ears…can pick out 
weak signals against a noisy background 
and are sensitive to perceiving time-based 
changes and patterns.”

A survey article in the Nature Astronomy 
issue logged almost 100 completed or ongo-
ing sonification projects, with more in the 
planning stages. It is a burgeoning field, 
said Arcand. “There’s definitely a move-
ment toward increasing the use of sound as 
a tool for research or communication or 
art.”

Expanding Inclusivity
Chris Harrison, an astrophysicist at New-
castle University in the United Kingdom 
who heads a project known as Audio Uni-
verse, wrote and directed a half-hour pro-
gram, “Tour of the Solar System,” that 
combines visuals with sonifications of data 
about the planets and moons.

“Some of the blind audience members 
discussed being able to engage with astron-
omy for the first time, or those who lost 
their vision later in life [getting] back in 
touch with their younger joy in the subject,” 
Harrison said.

Blind astronomers have felt that same joy 
after sonification tools helped them return 
to their research—or take it up for the first 
time.

“With sonification, I regained hope of 
being a productive member of the field I had 
worked so hard to be part of,” said astro-

physicist Wanda Díaz Merced of the Euro-
pean Gravitational Observatory in Cascina, 
Italy, during a 2016 TED Talk. Merced, who 
lost her vision after a prolonged illness a 
decade earlier, became a pioneer at sonify-
ing data for research purposes, not just for 
outreach. “Today I’m able to do physics at 
the level of the best astronomers, using 
sound,” she said.

Also in 2016, Garry Foran, an Australian 
scientist who had lost almost all vision, 
heard about Merced’s work. After earning a 
Ph.D. in chemistry, Foran developed preci-
sion instruments for a project that used 
synchrotron radiation to probe the structure 
of matter.

He lacked the accommodations he 
needed to continue in chemistry, but the 
opportunities offered by sonification con-
tributed to his decision to pursue a doctor-
ate in astrophysics at Swinburne University 
of Technology. “I always had a lay interest 
in astronomy and astrophysics,” Foran 
said. “I kept a close eye on developments in 
the field through podcasts and radio inter-
views.”

Foran contacted Merced, and they collab-
orated on sonification projects for several 
years. Foran also worked with colleagues in 
Australia to develop StarSound, a free, 
downloadable tool for sonifying data.

Foran uses StarSound to analyze spectra 
from  high-  redshift galaxies, which are bil-
lions of light-years away from Earth. Using 
either a text-based interface or an audio 
mixing board, he can produce an overview 
of the spectrum or examine any individual 
data point in detail.

“I can listen to things at different rates, 
characterize the spectra, find features of 
interest, move to them, find the peaks, find 
the troughs,” said Foran, who completed 
his Ph.D. in 2022. “Then I can use those 
results in another software package for my 
research or my writing.”

Foran and his colleagues are working on a 
more powerful tool to sonify detailed 
images and other sophisticated data sets. 
But he said sonification tools need wider 
acceptance to become successful. “If sonifi-
cation is to be sustainable and  self- 
 supporting, it needs to be more than just an 
accessibility tool,” he said. “It needs to find 
a place in science’s mainstream. It needs to 
be taught from the beginning and used as a 
common tool.”

Eavesdropping on Mars
If you were to attend a symphony perfor-
mance on Mars (assuming the thin, carbon 

“People say it 
sounds exactly  
like they’d expect 
a black hole 
to sound—dark, 
ominous, 
mysterious. It 
really touched  
a nerve.”



 dioxide–  rich atmosphere wasn’t a problem 
for you or the musicians), you’d notice 
something odd: The high notes of the picco-
los and the low notes of the cellos would 
reach your ears at different times.

“The speed of sound on Mars is different 
for different frequencies. This is unheard of 
on Earth, literally,” said Roger Craig Wiens, 
a planetary scientist at Purdue University 
and principal investigator of the Persever-
ance rover’s SuperCam instrument suite, 
which includes a tiny microphone. “We 
scratched our heads and wondered how this 
[phenomenon] might work. We decided 
that in a carbon dioxide atmosphere, the 
vibration modes are different from those in 
the  nitrogen-  oxygen atmosphere on 
Earth.”

Perseverance’s microphone is a rarity: an 
instrument that directly records sounds in 
an extraterrestrial environment. The Huy-
gens lander recorded the sounds of its 
descent through the cold, dense atmosphere 
of Saturn’s giant moon Titan in 2005, but 
nothing from the surface. Two prior Mars 
missions carried microphones, but Mars 
Polar Lander crashed and the Phoenix land-
er’s microphone couldn’t be turned on 
because of an electronics glitch.

SuperCam fires laser bolts at rocks and 
soil, then uses a spectrometer to analyze the 
composition of the vaporized material. The 
microphone records the zaps, the sounds of 
which reveal the hardness of the original 
material, which, in turn, reveals details 
about its formation.

This Hubble Space Telescope image shows the giant galaxy NGC 1275, which con-
tains a supermassive black hole in its core. Sound waves ripple through the gas 
around the black hole, which researchers have pitched into the range of human 
hearing, creating a creepy “moaning” sound. Credit: NASA, ESA, Hubble Heritage, 
A. Fabian (University of Cambridge, UK)

The central precincts of the Milky Way Galaxy form bright whirls, arches, and 
streamers in this multiwavelength image. This chaotic “downtown of the Milky 
Way” was sonified with piano, glockenspiels, and violins. Credit:  X-ray: NASA/CXC/
UMass/D. Wang et al.; Optical: NASA/ESA/STScI/D. Wang et al.; IR: NASA/ JPL- 
 Caltech/SSC/S. Stolovy

Voyager 1 discovered lightning on Jupiter by detecting its radio waves. Later, the 
Galileo orbiter photographed several lightning flashes on the giant planet’s moon-
lit nightside. Credit: NASA/ JPL-  Caltech

“There’s definitely 
a movement 
toward increasing 
the use of sound 
as a tool for 
research or 
communication 
or art.”
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In addition, the microphone has recorded 
the pops and clicks of the rover itself, a dust 
devil sweeping across Perseverance, the 
sigh of gentle breezes, and the whine of the 
Ingenuity helicopter—a sound that brought 
another surprise. “We heard the helicopter 
from almost a football field away, but we 
hadn’t expected to hear it at all,” said 
Wiens. “That was a fascinating surprise—
[Mars’s] sounds propagate better than we 
expected.”

Lightning Crackles from Gas Giants
No other sounds of the universe are as 
directly observed as those from Mars, but 
some are close. Through a branch of sonifi-
cation known as audification, scientists can 
perform a nearly one-to-one conversion of 
data to sounds.

Some conversions are as simple as audi-
fying the “tick, tick, tick” of dust grains hit-
ting a spacecraft, or recording the radio 
crackle of lightning in a planet’s atmo-
sphere. Such recordings might need to be 

sped up a little to make the patterns more 
obvious, or pitched into the range of human 
hearing, but they’re realistic portrayals of 
the actual physical events.

Scientists at the University of Iowa, for 
example, have been audifying signals from 
solar system explorers since the Voyager 
missions of the 1980s. “Fred Schaaf showed 
up at one of the Voyager press briefings with 
observations from the plasma wave experi-
ment converted to sound,” said William 
Kurth, an Iowa research scientist who has 
participated in several missions. (Schaaf is a 
longtime Sky & Telescope writer and editor.) 
“The data were pretty esoteric, and [Schaaf] 
was afraid the reporters’ eyes would gloss 
over just looking at these ‘wiggly line plots.’ 
But people would relate to these sounds. 
And everything was right in the audio fre-
quency range, so he didn’t even have to 
change the pitch,” Kurth said.

Among many other findings, the Voyager 
instruments revealed lightning in the roil-
ing clouds of Jupiter. Lightning bolts pro-
duce a wide range of electromagnetic 
energy, from visible light to radio waves. 
The energy propagates freely into space, 
where it can be detected by spacecraft. Voy-
ager 1 recorded signals known as 
whistlers— low-  frequency radio waves that 
are characteristic of lightning on Earth—but 
they were subtle and could have been pro-
duced by other phenomena.

“We wanted to be darn sure we knew 
what we were talking about before we 
claimed that we found lightning at Jupiter,” 
Kurth said. “So we listened to the sound. 
Based on years of experience listening to a 
lot of these things, those tones convinced us 
they really were lightning whistlers and not 
something else. It was another step in our 
verification.”

Years later, the Cassini spacecraft, which 
orbited Saturn for 13 years, similarly 
revealed lightning in the ringed planet’s 
atmosphere. “If you’ve ever been listening 
to an AM radio station while you’re driving 
at night, close to a thunderstorm, you hear a 
lot of crackling and popping,” said Kurth. 
“That’s radio emissions from the lightning 
strokes. And that’s what Cassini recorded 
from Saturn.”

Cassini also recorded dust strikes, which 
sounded like a hailstorm pounding an 
unlucky car.

Recordings from these missions have 
found life far beyond scientific circles. In 
the 1996 movie The Arrival, Charlie Sheen’s 
character discovers that aliens are about to 
invade Earth. “He puts together a bunch of 

satellite dishes to make a radio telescope, 
and hears a funny sound,” said Kurth. “He 
explains to a kid that it’s Voyager 2. And 
they used sounds it recorded at Uranus, 
which was a cute thing.”

Another instance of science serving as 
artistic inspiration is composer and musi-
cian Terry Riley’s Sun Rings. This perfor-
mance by the Kronos Quartet and a  60-voice 
choir is based on Voyager’s “greatest hits” 
and premiered at the University of Iowa in 
2002.

Sun Rings gained renewed interest during 
the pandemic, as one critic noted that 
“music of the spheres may be a concept as 
old as human imagination, and whistlers 
have been rudimentarily known about for 
some time, but it has taken a sanguine 
modern shaman of the string quartet to 
expose their musicality.”

The promise of inspiration continues 
today, as the twin Voyager probes are 
recording the magnetic field of interstellar 
space and its interaction with the Sun’s 
magnetic bubble, the heliosphere.

White Noise from a Yellow Star
Audification efforts extend far beyond the 
planets of our solar system, as well as 
straight to the star at its center.

The “boiling” motions of hot gas in the 
Sun’s outer layers create sound waves that 
ripple all the way to our star’s core. The 
waves travel differently at different depths 
and latitudes, so studying them—a field 
called helioseismology—can reveal details 
about conditions throughout the Sun. The 
ripples cause tiny changes in the Sun’s 
brightness, so astronomers monitor those 
variations with  Sun-  watching satellites.

“There are actually millions of harmon-
ics,” said Timothy Larson, an astrophysicist 
who has produced audio clips of helioseis-
mology observations for Stanford University 
and others. “By combining thousands and 
thousands of them, we can infer the pres-
sure and density inside the Sun. We can also 
measure the rotation of the Sun, which is 
different at different latitudes and depths 
because it’s not a solid object. This is the 
only way to probe the Sun’s interior.”

Converting the millions of “notes” that 
reverberate through the Sun to sound 
requires a bit of work, admitted Seth Shafer, 
a collaborator with Larson and an assistant 
professor of music technology at the Uni-
versity of Nebraska Omaha. “If you go to the 
raw data, [they just sound] like white noise. 
But by building some filters, we can narrow 
down the number of harmonics and actually 

“If you’ve ever 
been listening to 
an AM radio 
station while 
you’re driving at 
night, close to a 
thunderstorm, you 
hear a lot of 
crackling and 
popping. That’s…
what Cassini 
recorded from 
Saturn.”



Scientists were surprised when they could hear the Ingenuity helicopter, shown 
here during its 54th flight in April 2023, almost a football field away from the Per-
severance rover, indicating that the Martian atmosphere is better at propagating 
sounds than was expected. Credit: NASA/JPL-Caltech/ASU/MSSS

The known planets of  TRAPPIST-1 line up next to their parent star in this artist’s 
concept. A sonification uses musical notes to depict the resonances of each of the 
planets’ orbits. Credit: NASA/ JPL-  Caltech/R. Hurt, T. Pyle (IPAC)

tune in to a particular depth inside the Sun, 
from the surface all the way to the core.”

Shafer, who produced a multimedia pro-
gram, “Instrument: One Antarctic Night,” 
based on data from telescopes at the South 
Pole for the Perot Museum of Nature and 
Science in Dallas, is developing a software 
tool that will allow “both scientists and cre-
atives” to sonify any data set. “The hope is 
that some new discoveries will come out of 
these sounds,” Shafer said.

A More Creative Approach
Another branch of sonification uses a more 
creative strategy. It produces audio from 
images or other complex products, a tech-
nique that often requires a musical 
approach to data. “The goal is to maintain 
scientific accuracy while creating an aes-
thetic and meaningful musical representa-
tion,” said Domenico Vicinanza, a scientist 
and composer at Anglia Ruskin University in 
the United Kingdom, who has produced 
sonifications using data from the Voyager 
missions, the European Organization for 
Nuclear Research (CERN),  climate-  studying 
satellites, and other sources.

This branch of sonification features a 
wide range of practitioners, including scien-
tists, musicians, visualization specialists, 
accessibility experts, and computer pro-
grammers—a roster of  self-  described com-
puter geeks, music geeks, and sundry other 
geekdoms. Several have said they couldn’t 
really decide what to be when they grew up, 
so they decided to do it all.

Arcand, for example, has a background in 
computer science and astrophysics, and was 
creating 3D representations of astronomical 

Some audifications of the Pillars of Creation, seen in this composite optical and 
X-ray image, have created sounds of the “young stars having tantrums.” Hot young 
stars, captured in  X-rays, shine like bulbs on a strand of Christmas lights. Credit: 
NASA/CXC/INAF/M, Guarcello et al.; Optical: NASA/STScI

“The goal is to 
maintain 
scientific accuracy 
while creating 
an aesthetic and 
meaningful musical 
representation.”
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objects when she discovered sonification. 
Shafer studied tuba and music composition 
in college. Russo has one degree in jazz gui-
tar and others in astrophysics, and played 
with a hip-hop band that briefly signed with 
a record label. (“It didn’t go so well,” he 
said.)

Russo entered the field of sonification in 
2017, when he was giving talks about exo-
planets to elementary school students. He 
was trying to explain the orbits of the plan-
ets of  TRAPPIST-1. “I needed a way to make 
that more impactful,” he remembered, 
“and I realized [the planets’] orbital reso-
nances could be expressed as musical 
rhythms and harmonies. When I showed it 
to the first classroom, they were yelling and 
clapping, so I knew I was on the right 
track.”

 TRAPPIST-1, a star with seven known 
planets (some of which might lie inside the 
star’s habitable zone), isn’t the first system 
to have its planets’ orbits converted to 
music, according to Vicinanza. He told the 
2023 SXSW EDU Conference & Festival 
attendees that in the early 1600s, Johannes 
Kepler produced a piano piece depicting the 
orbits of the planets of the solar system to 
help explain his discovery that the planets 
follow elliptical paths. “He was using music 
as a powerful storytelling language,” Vici-
nanza said.

Outreach is the main focus of most of 
these types of sonification efforts, with a 
special emphasis on serving the blind and 
visually impaired.

“I spent the first  decade-  plus of my 
career finding ways to visualize the  high- 
 energy universe,” said Arcand. “Chandra 
reveals exploding stars, colliding galaxies, 
planetary nebulae, blazars, quasars—all 
sorts of cool things. It’s in the kind of light 
that’s invisible to human eyes, so I was 
mapping those photons to pixels. I love 
that, but it was missing a large chunk of the 
population—people who couldn’t process 
data the way I can.”

Arcand teamed with Russo and his col-
leagues (“they adopted me into the band”), 
and they’ve collaborated many times since. 
They’ve produced more than 2 dozen sonifi-
cations for Chandra, using images that 
combine Chandra’s  X-ray observations with 
visible, infrared, and other wavelengths 
from the Hubble, James Webb, and Spitzer 
space telescopes. “We opened up Chandra’s 
data vaults for this,” Arcand said.

“We’re looking for images with some 
dramatic structure or maybe an interesting 
texture,” said Russo. “We can’t communi-

cate everything, so we focus on the most 
interesting aspects. We have to make an 
artistic choice of which parts to highlight…. 
We have to inject some musicality. That 
turns it more into an art form than a scien-
tific translation.”

Marrying Glockenspiels 
and Black Holes
Sonifications represent different visual fea-
tures as different notes played on different 
instruments. Some sonifications pan across 
the image, whereas others radiate outward 
from a central point, or scan like a radar 
beam.

To sonify the inner few hundred light-
years of the Milky Way Galaxy, for example, 
Arcand and Russo have music pan from left 
to right, passing across gas clouds, star 
clusters, and the Milky Way’s central super-
massive black hole, Sagittarius A*. The 
music swells as it scans denser regions, and 
reaches its crescendo at the black hole.

“This is a very dense region—the ‘down-
town’ of the Milky Way,” said Arcand. “It’s 
like being in Times Square, with a lot of 
noise, crowds, energy. We wanted to show-
case that frenetic activity, especially as you 
get closer to Sagittarius A*. We took a more 
symphonic approach, with soft piano to 
represent the infrared, a glockenspiel to 

represent bips and boops in the  X-ray, and 
violins for the arches and strings. Science 
directs the sound, but it’s all about marrying 
the data in a way that’s pleasant to listen 
to.”

For the Pillars of Creation, a  star-  forming 
region made famous by a Hubble image, the 
scientists had the music scan from bottom 
to top. “We have tall pillars of gas and dust 
where baby stars are forming,” Arcand said. 
“We have young stars that are having tan-
trums. It’s kind of an eerie sound—more 
synthesized. Hearing the sounds with those 
interacting pieces really helps tell the story 
in such a neat way.”

Voices from Beyond
We can expect to hear many more voices 
from beyond in the years ahead.

A “huge number” of sonification projects 
are in the works, said Russo, especially with 
the 25th anniversary of Chandra’s launch in 
2024. Several sonification practitioners are 
developing software to allow scientists to 
convert their own data sets to audio. Engi-
neers are developing a microphone for 
Dragonfly, a helicopter that will buzz 
through the atmosphere of Titan in the next 
decade. The Iowa scientists are audifying 
observations from the current Juno mission 
at Jupiter, and plan to do the same with 
Europa Clipper data when the spacecraft 
reaches the Jovian system, as early as 2030.

“I would argue we are still in the early 
days [of sonification] and the potential has 
yet to be unleashed,” said Harrison. “Soni-
fication will help astronomers to gain initial 
insights more efficiently from the ever 
increasing, complex, large data sets. It may 
lead to new insights, too, because we will be 
exploring the data in completely new ways.”

“The benefits for accessibility and mak-
ing more immersive and engaging educa-
tional resources are more obvious,” Harri-
son continued. “I expect to see more 
people being able to engage with science, 
from education through to professional 
scientists, as sonification becomes a more 
mainstream approach to data representa-
tion.”
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I magine a tropical reef in which the 
constant clatter of snapping shrimp 
overwhelms the soundscape. Arti-
sanal fishing boats putter overhead 
as dolphins whistle and splash. In 
another scene described by Kate Staf-
ford, an oceanographer at Oregon 
State University, the setting is Arctic 

winter, and the creaking and groaning 
sounds of ice are interrupted by vocal 
marine mammals—the moan of a bowhead 
whale or the knocking and ringing of a 
male walrus ready to mate. What you hear 
in these acoustic environments depends on 
where you are and what time of year it is, 
Stafford said.

Noise permeates the seas. Earth’s abiotic 
sounds include earthquakes and volcanoes, 
as well as winds and ice. Biologic sounds 
come from marine mammals, fish, and 
invertebrates. Added to the natural oceanic 
cacophony is the “anthrophony” of 
 human-  driven activity, including the pings 
of sonar systems mapping the ocean floor, 
the din of oil and gas exploration, and the 
roar of ships transporting goods between 
continents.

When scientists listen with sensors 
placed throughout the oceans, Stafford 
said, “it can seem quite loud and chaotic.” 
Marine wildlife like whales, dolphins, and 
many fish “are not visual like most of us 
humans are,” Stafford said, and “largely 
rely on their sense of hearing to navigate 
their world.” Adding persistent, loud arti-
ficial noise makes it challenging for them 
to conduct their lives.

As the global ocean warms, hydroacous-
tics—the science of sound in water—can 
help scientists play the role of physicians 
with stethoscopes, listening for signs of 
ecosystem health and ocean temperature 
changes, according to Kyle Becker, a pro-
gram officer at the Office of Naval Research. 
“If we don’t understand the environment 
itself,” he asked, “how can we understand 
how animals interact with it?”

Sound Goes SOFAR
The ocean’s interior is actually easier to hear 
than to see. The reason is that in the ocean, 
light doesn’t travel very far, but sound—a 
compressional wave—can travel without 
losing much energy, explained Robert Dziak, 
a research oceanographer at NOAA’s Pacific 
Marine Environmental Laboratory.

Different wave frequencies, or pitches, 
travel different distances.  Low-  frequency 
sounds, like the deep tones of an upright 
bass in an orchestra, can travel far.  High- 

 frequency noises, like the bright, lilting vio-
lin’s song, will dissipate more rapidly.

Ocean sound speed is affected by tem-
perature, pressure, and, to a lesser degree, 
salinity, Stafford said.

Temperature decreases with depth to a 
point where it remains cold but stable; 
there, sound speed is at a minimum. At 
greater depths, increasing pressure speeds 
up sound. The  low-  velocity layer forms the 
axis of the sound fixing and ranging 
(SOFAR) channel.

Sound waves—especially  low-  frequency 
ones—can get caught in this layer because 
refraction bends the waves toward this zone 
of minimum sound speed. As a result, sound 
waves can travel thousands of kilometers 
without losing 
much acoustic 
energy, Stafford 
said.

Among the first 
to take advantage 
of the SOFAR 
channel was the 
U.S. Navy: During 
World War II it 
experimented 
with detonating SOFAR bombs in the chan-
nel to triangulate the location of downed 
pilots.

Scientists use underwater microphones 
to hear and locate ocean sounds inside and 
outside the SOFAR channel. These sensors, 
called hydrophones, can detect a range of 
frequencies, some of which are inaudible to 
people. To find the source of a sound, a sin-
gle hydrophone won’t suffice, said Sarah 

Bazin, a researcher at Institut Universitaire 
Européen de la Mer. Three or more are 
needed to triangulate its origin, she added.

To hear distant sources, said Stafford, 
“you want your hydrophones in the SOFAR 
channel, [and] if you are more interested in 
local events…you put [them] on the sea-
floor.” Because the SOFAR channel is highly 
temperature dependent, its depth varies 
with both season and latitude. In the Arctic, 
it’s very shallow, whereas in tropical 
regions, it’s closer to 1,000 meters deep, 
Dziak said.

Installing a hydrophone in the SOFAR 
channel requires information about how 
temperature and salinity, which is directly 
related to conductivity, vary with depth. A 

CTD (conductivity, temperature, and 
depth) device can measure the requisite 
vertical profiles to find the channel, Bazin 
said. The hydrophone is then placed in a 
buoy that’s moored to the seafloor with a 
rope and anchor. Often installed in remote 
waters, moored hydrophones are designed 
to last months to years before a team must 
recover the instrument, collect the data, 
and redeploy the hydrophone.

Sound speed mostly depends on ocean temperature and pressure. Where sound speed is at a minimum, the 

sound fi xing and ranging (SOFAR) channel can carry sound waves thousands of kilometers. Credit: Introduction 

to Oceanography by Paul Webb, CC BY 4.0 (bit.ly/ ccby4-  0)
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Hydrophones can be linked to land by 
cables for  near-  real-  time transmission of 
data, said Morgane Le Saout, a postdoctoral 
researcher at GEOMAR Helmholtz Centre 
for Ocean Research in Kiel, Germany.

The International Monitoring System, 
maintained by the  Vienna-  based Compre-
hensive  Nuclear-  Test-  Ban Treaty Organiza-
tion, or CTBTO, listens for underwater 
nuclear explosions primarily using hydro-
phones suspended in the SOFAR channel 
that are tethered to six onshore stations for 
satellite transmission, said Mario Zampolli, 
a hydroacoustic engineer at CTBTO.

“This data set, which has been listening 
to all sorts of [phenomena] in the ocean, 
atmosphere and solid Earth for [more than] 
20 years,” Zampolli said, “can reveal many 
things about Earth processes.”

Indeed, the CTBTO data set, which is one 
of the longest time series of hydroacoustic 
data, can be made accessible to researchers 
who have relevant scientific questions, 
Stafford said.

Listening to Earth
To understand abiotic processes in the 
ocean environment, hydrophone arrays 
keep their ears on the seafloor, water col-
umn, and ocean surface. For example, in 
2016, Dziak and colleagues heard the 
breakup of the Nansen ice shelf in the Ross 
Sea via hydrophones suspended near the 
SOFAR channel about 2 months before sat-
ellite images caught the cracking. “It broke 

free, but it remained pinned in place,” Dziak 
said, “until a big storm system came 
through.”

At the seafloor, ocean bottom seismome-
ters can sense vibrations caused by earth-
quakes, Le Saout said. And hydrophones can 
hear these rumblings when the seismic 
waves transition from crust to water, turn-
ing into hydroacoustic signals.

For instance, hydrophones heard the 
magnitude 9.0 Great Thoku earthquake, 
which struck offshore Japan in 2011. “It 
was incredibly loud and projected a huge 
amount of sound energy into the ocean,” 
Dziak said.

Unlike earthquakes, which produce long, 
 low-  frequency signals, volcanic eruptions 
often produce  short-  pulsed signatures, Le 
Saout said, allowing listeners to distinguish 
these sounds. A 2015 eruption of the Axial 
Seamount on the Juan de Fuca Ridge pro-
duced tens of thousands of impulsive 
acoustic signals generated by the interac-
tion of lava and seawater, she said.

In another example of scientific use of 
hydrophones, French research institutions 
are monitoring a growing submarine vol-
cano that in 2018 unexpectedly sprouted off 
the coast of Mayotte, a small  French- 
 administered island in the western Indian 
Ocean. Bazin listens for the volcano’s bur-
bling submarine lava with four hydrophones 
deployed in the SOFAR channel within 
50 kilometers of the new volcano. A second 
array of hydrophones installed throughout 

the Indian Ocean has also heard similar 
 lava-  water interactions coming from the 
Indian  mid-  ocean ridges. Such eruption sig-
nals, Bazin said, “look very similar whether 
we record them 50 kilometers or 3,000 kilo-
meters away,” thanks to the SOFAR chan-
nel.

As earthquakes and eruptions create sig-
nals for hydroacoustic stations to hear, so, 
too, do whales. At the same time as one of 
the large earthquakes near Mayotte, “there 
was a whale singing near [one hydro-
phone],” Bazin said.

“When whales are relatively nearby or 
very loud, you can distinguish the songs [of 
individuals],” Zampolli said. Whale song 
even helped researchers identify a new 
subspecies of blue whale in the Indian 
Ocean, he said.

Like people, marine mammals likely hear 
in the same range that they vocalize, Staf-
ford said. In fact, some large whales may be 
able to take advantage of the SOFAR chan-
nel because they vocalize with  low- 
 frequency signals. “It doesn’t mean that a 
blue whale off California says, ‘hey, buddy,’ 
and that’s going to be heard by a whale off 
Japan,” she said, but the vocalization can 
alert the whale in Japan to head in the direc-
tion of its California counterpart. “It’s more 
of a navigation beacon versus an actual con-
versation.”

Sonar Sources Map the Seafloor
By passively listening, scientists can learn 
about a variety of ocean processes and eco-
systems, but they sometimes make their 
own sounds via active acoustics. For 
instance,  single-  beam sonar systems can 
help boats determine depth, Dziak said.

In such systems, a voltage excites a round 
ceramic device, creating a pressure wave—a 
downgoing ping, said Larry Mayer, director 
of the Center for Coastal and Ocean Map-
ping at the University of New Hampshire. 
That sound bounces off the seafloor and 
returns, at a lower amplitude, to the same 
ceramic surface, creating a measurable volt-
age. With knowledge of ocean sound speed, 
time can be converted to depth, and boats 
can avoid running aground.

This method was how oceanographers 
mapped the seafloor through much of the 
past century. Then, multibeam sonar sys-
tems were introduced with numerous 
ceramic elements placed in complex arrays, 
Mayer explained. The acoustic source cre-
ates a narrow band of sound, like a flash-
light with a thin, rectangular slit. A differ-
ent set of ceramics perpendicular to the 

In the background are data obtained via single-beam echo sounder. A ship equipped with a multibeam sonar 

(upper right) can collect a much higher resolution swath, as shown in brighter colors. Credit: Larry Mayer and 

John E. Hughes Clarke
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source measures the return signal, he 
explained. With some signal processing, 
the result is a detailed picture of cracks, 
crevasses, mountains, and sediments on 
the seafloor.

Multibeam sonar “was this absolute rev-
olution in the way we look at the seafloor,” 
Mayer said. Still, only about 25% of the 
ocean has been mapped in great detail via 
multibeam sonar. (Bathymetry for the other 
75% comes from satellite data, which is far 
less accurate and, in some cases, hundreds 
of meters off.)

The U.S. Navy uses sonar to spot stealthy 
submarines. “That’s where midfrequency 
sonars come into play,” Becker said.

 Mid-  frequency Navy sonar, Mayer 
explained, operates at the same decibel level 
as multibeam sonar used for mapping, but 
to find objects throughout the water rather 
than just on the seafloor, its pulses go out in 
almost all directions. The pulses are also 
much longer—seconds of sound versus mil-
liseconds—and the overall amount of 
energy emitted is much greater, he said.

Sonar used for depth sounding and fish 
finding operates at high frequencies and low 
amplitudes that aren’t likely to affect many 
marine species, Stafford said. However, she 
continued, midfrequency sonar “has been 
implicated in beached whale strandings 
around the world.” Whether strandings 
result from “scaring” whales, causing them 
to surface quickly and get the bends 

(decompression sickness caused by rapid 
decrease of water pressure), or from some 
other aspect of the military exercise, is 
unclear, she said.

To test the relationship between  mid- 
 frequency sonar and whale behavior, the 
Navy monitored Cuvier’s beaked whales at 
the Southern California  Anti-  Submarine 
Warfare Range. When the whales were 
feeding during Navy sonar transmission, 
the noise interrupted their behavior, and in 
some cases, the whales left the range for 
several days, Mayer said. “There was a clear, 
direct impact.”

To see whether multibeam sonar systems 
have the same effect, Mayer and his team 
brought their loudest multibeam sonar—

one that produces low frequencies that can 
map down to 11,000 meters below sea 
level—to the same range to repeat the same 
experiment. They found no change in the 
feeding behavior of the same population of 
whales that initially fled the range.

Anthropogenic Air Guns, Commercial 
Cacophony
Large whales sing at the same frequency as 
the sounds of commercial shipping and oil 
and gas exploration. When the frequency of 
a  human-  made sound overlaps with that of 
marine animals, Stafford said, animals’ 
ability to hear predators or navigate is 
affected. “That’s problematic.”

Yet both oil and gas exploration surveys 
and geologists who study the oceanic crust 
to a depth of several kilometers need very 
large air gun surveys, Bazin said. For 
instance, mapping underground details of 
Mayotte’s new volcano required geologists 
to tow air guns behind a ship, using their 
shots as seismic sources.

But the air gun surveys near Mayotte also 
masked the sounds of subsea lava emerging 
from the new volcano, hiding the sounds 
Bazin was seeking. “Noise for certain people 
is actually the source [of data] for another 
type of researcher,” she said.

Air guns produce a pulse of high energy 
across many low frequencies, Dziak said, 
which ensures that the signals get to the 
seafloor and then into the crust to bounce 

off geologic structures. 
“There’s a lot of oil 
exploration going on in 
the world,” Dziak said. 
“There’s periods where 
you see lots and lots of 
air gun noise.”

Only intermittent 
topographic features of 

the seafloor, said Bazin, keep these sounds 
from traveling long distances through the 
SOFAR channel and into receivers, whether 
they be hydrophones or whales’ ears.

Hydrophones (and probably also whales) 
around the world hear the constant hum of 
commercial shipping, as well as air guns, 
Stafford said. To explore shipping noise over 
time at a global scale,  Jukka-  Pekka Jal-
kanen, a researcher at the Finnish Meteoro-
logical Institute, and his team combined 
transponder data and vessel descriptions for 
the global fleet, tracking where each ship 
went. To convert that information into 
shipping noise, they applied a noise model 
that predicts noise emissions for individual 
ships, he said. The team found that con-

tainer ships are 
the largest con-
tributor to ship-
ping noise, mostly 
because they are 
large vessels that 
go fast.

One major cul-
prit is cavitation, a 
process that 
describes the for-
mation and col-
lapse of bubbles. 
Ship propellers 
form bubbles as 
they rotate, and 
often have imper-
fections that yield 
more bubbles. 
Faster ships make 
more bubbles. 
When the bubbles 
break it’s noisy, 
Stafford said. But 
machinery clunking into the water and 
improperly secured engines also contribute 
to shipping noise. “A really well built ship 
will be a quieter ship,” she said.

At the same time that technology is 
improving ship quality, which would reduce 
associated noise like cavitation, the total 
amount of shipping is increasing. Jalkanen 
likened this to buying a  fuel-  efficient car 
and driving it more often than the  gas- 
 guzzler you previously owned.

In the short term, changes in shipping 
activity such as slowing down and avoiding 
marine protected areas can help protect 
marine ecosystems from excess noise, Jal-
kanen said.  Long-  term changes necessitate 
both modifying ship design and retrofitting 
existing ships. At the moment, however, 
there are no legal obligations for noise 
reduction, though underwater noise is recog-
nized by the European Union as a pollutant.

Sound Speed Takes Center Stage
As the ocean warms, the SOFAR channel 
deepens, and overall, ocean sound speed 
increases. With climate change resulting 
in extreme ocean temperatures, changes in 
sound speed can affect animals’ ability to 
feed, migrate, or even mate. “Almost all 
marine mammals that we know of rely 
on sound as their primary modality,” Staf-
ford said.

A study modeling ocean sound speed 
under a  business-  as-  usual climate change 
scenario suggests that increases aren’t 
likely to be uniform, said Chiara Scaini, a 
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researcher at the Istituto Nazionale di 
Oceanografia e di Geofisica Sperimentale in 
Trieste, Italy, and coauthor of the modeling 
study. In this scenario, researchers have 
identified certain acoustic hot spots pre-
dicted to substantially up their sound 
speeds.

To demonstrate how these changes might 
affect mammals who live in one such hot 
spot in the northern Atlantic, Scaini and her 
colleagues focused on vocalizations of the 
critically endangered North Atlantic right 
whale. The whales’ calls should propagate 
farther in a warmer ocean, said Alice Affatati, 
the lead author of the study, also at the Isti-
tuto Nazionale di Oceanografia e di Geofisica 
Sperimentale. But sounds in general would 
propagate faster in a warm ocean, including 
anthropogenic noise that might be more 
swiftly transported around the ocean via 
changes in the SOFAR channel. In other 
words, the background noise level may 
increase, making it harder for whales and 
other marine wildlife to hear each other.

Taking the Ocean’s Temperature
Warming waters are also forcing species to 
change where they go and when. Hydro-
phones can hear fish and marine mammals 
moving farther north into the Arctic than 
they used to, Stafford said. The instruments 
can also directly help gauge ocean tempera-
ture increases resulting from climate change.

The ocean acts like a battery that stores 
heat, Zampolli said, so small increases in 
temperature over a large volume can mean 
big changes in the amount of energy stored. 
Keeping track of the heat helps scientists see 
some of the effects of climate change and 
learn how marine life responds. Satellites 
can monitor temperatures at the surface. 
Underwater instruments, known as Argo 
floats, descend to depths of 2,000 meters, 
drift for 10 days, and then resurface, sending 
vertical profiles of temperature via satellite. 
“But [Argo floats are] always a point sample, 
and they are spaced a few hundred kilome-
ters apart.”

To measure temperature variations over 
time at high resolution across immense vol-
umes of ocean, acoustic tomography shows 
great promise, Zampolli said. If an acoustic 
source is known precisely in both space and 
time, its propagation path is well under-
stood, and the source sends its sound signal 
via the SOFAR channel for measurement at 
distant hydrophones; then repeated mea-
surements of the signal’s travel time over 
years will yield information about  long- 
 term changes in sound speed and therefore 
changes in average ocean temperature along 
the propagation path. The hotter the water 
is, the faster the signal propagates.

However, the history of this method is 
fraught. The main project that ran between 
1996 and 2006, called Acoustic Thermome-

try of Ocean Climate, or ATOC, was designed 
to send  low-  frequency signals for 20 minutes 
every 4 hours through the northern Pacific 
basin. Because of early concerns over the 
effect of these sound sources on marine 
mammals that vocalize in the same frequen-
cies, ATOC was eventually defunded.

Now, scientists are finding other acoustic 
tomography methods to safely study the 
ocean’s temperatures by using either natural 
sources, such as repeating earthquakes, or 
very low level  human-  produced sounds that 
are transmitted in a particular sequence. 
Nevertheless, a noisy ocean can potentially 
decrease the detectability of these some-
times subtle acoustic tomography signals.

“There’s a lost couple of decades,” Becker 
said, because acoustic tomography was taken 
off the table. “I don’t know of any other way 
you can synoptically probe the interior of the 
ocean on basin scales.”

“The human cry that was raised about 
[ATOC] and about the use of Navy sonar 
actually ended up driving a tremendous 
amount of research to figure out how ani-
mals make sound and the impacts of sound 
on animals,” Stafford said. ATOC taught sci-
entists a lot about doing experiments 
responsibly, she said, and served as a 
reminder that “we’re not the only creatures 
on the planet.”

Cartography of Loss
The study on future ocean sounds has been 
translated into a performance, “Cartogra-
phy of Loss,” choreographed by Giulia Bean 
and performed by Chiara Nadalutti. The 
dance turns sound speed profiles, which 
are just numbers, into movement. In the 
piece, half of the dancer’s body moves 
according to today’s profile as her other 
half demonstrates the predicted future 
profile. “Even if you are not used to reading 
a graph, you can look at the dancer and see 
her moving very differently for present and 
future,” Affatati said.

From this literal stage, the ocean acous-
tic environment and its many actors and 
scenes might find a new audience.
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Cuvier’s beaked whales are sensitive to sonar. Credit: Wanax01/Wikimedia Commons, CC  BY-  SA 4.0 (bit.ly/ 

ccbysa4-  0)
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RESEARCH SPOTLIGHT

Machine Learning Provides 
a Clearer Window into 
Ocean Motion

Oceanographers use satellites to peer down at Earth and measure 
the elevation of the ocean’s surface. This information can help 
them map the circulation of the ocean’s currents and under-

stand the role this movement plays in heat transport and climate 
change. Launched in late 2022, the Surface Water and Ocean Topogra 
phy (SWOT) satellite can take snapshots of sea surface heights at a finer 
scale than ever before possible—tens of kilometers instead of hundreds.

The catch? Simple,  physics-  based methods for translating sea sur-
face heights into meaningful information about ocean currents do not 
apply at such high resolutions. This is because looking at the ocean so 
closely also means detecting waves beneath the water’s surface. 
Although these subsurface waves do not affect ocean currents, they add 
noise to observations of sea surface height.

Now, Xiao et al. present a novel, machine learning method for using 
SWOT sea surface height data to estimate various aspects of current 
flow in the upper ocean. The method applies a computational approach 
inspired by human vision known as a convolutional neural network, 
which the research team trained on data from realistic simulations of 
sea surface heights and current dynamics.

The researchers demonstrated that their convolutional neural net-
work approach can use  fine-  scale sea surface heights to estimate some 
characteristics of current flow. By improving understanding of how 
currents transport heat and carbon, scientists could better understand 
and predict climate change.

The researchers note that this initial achievement represents a proof 
of concept, and further research is needed to refine the new method 
before it can be reliably used with SWOT data.

In the meantime, SWOT will keep busy capturing  high-  resolution 
images of not only Earth’s oceans, but also almost all surface water 
around the world, including lakes, rivers, and reservoirs. ( Journal of 
Advances in Modeling Earth Systems ( JAMES), https://doi .org/ 10 .1029/ 
2023MS003709, 2023) —Sarah Stanley, Science Writer

Read the latest news at Eos.org

Better  Bottom-  Up 
Estimates of Wetland 
Methane Emissions

Methane is one of the most important greenhouse gases globally, 
second only to carbon dioxide in atmospheric abundance. A 
large portion of natural methane emissions comes from wet-

lands, although exactly how much is unclear. Figuring out the magni-
tudes and locations of wetlands’ methane contribution more precisely 
is crucial for improving our understanding of climate change.

One difficulty is that some models of wetland methane emission dis-
agree with each other, making it difficult to assess trends. New analy-
ses using more data could help shed light on methane emissions world-
wide and help reduce uncertainty in climate models.

McNicol et al. used 119  site-  years of data from 43 wetland sites tracked 
in the  FLUXNET-  CH4 global eddy covariance methane flux database, 
which was compiled by the Global Carbon Project (GCP) in close part-
nership with AmeriFlux and the European Eddy Fluxes Database Clus-
ter. The authors used the data to train a random forest model ensemble 
to estimate total methane emissions from wetlands worldwide. Their 
results agreed generally with those from existing models of methane 
emissions but diverged from results for the tropics, indicating a need 
for better data and modeling of tropical wetland methane sources.

As in previous studies, the new results indicated that about 68% of 
wetland methane emissions come from tropical wetlands. But they dif-
fered on where within tropical wetlands the emissions originate. For 
example, the new model indicated that the semiarid monsoon Sahel 
was responsible for 3 times as much methane as previous models using 
GCP data have indicated. Meanwhile, the model found far lower emis-
sions totals from humid tropical forested wetlands like those in the 
Amazon, Congo, and Indonesian archipelago.

One reason for the disparities could be that current methane moni-
toring systems lack robust coverage in tropical regions and are over-
represented in certain ecosystems, the authors say. Those factors could 
bias existing data on tropical methane emissions.

The researchers suggest that methane contributions from humid and 
seasonally wet tropical wetlands could currently be underestimated or 
overestimated across different methane emissions models. Reconcil-
ing outputs from these models could help firm up projections of future 
methane release as well as estimations of future warming. (AGU 
Advances, https:// doi .org/ 10 .1029/ 2023AV000956, 2023) —Nathaniel 
Scharping, Science Writer

Sri Lanka’s Kumana National Park is a haven for wildlife and perhaps also a signifi-
cant source of methane. Credit: Dilanthaonline/Wikimedia Commons, CC  BY-  SA 
4.0 (bit.ly/ ccbysa4-  0)

This artist’s concept depicts the Surface Water and Ocean Topography (SWOT) 
satellite, launched in December 2022. Credit: NASA/Jet Propulsion Laboratory
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RESEARCH SPOTLIGHT

James Webb Space Telescope Captures 
Saturn’s Changing Seasons

W inter is coming—and not just for Earth’s Northern Hemi-
sphere. Northern summer on Saturn, which completes its 
orbit around the Sun about once every 30 years, is coming to 

a close after about 7.5 years, with its fall equinox coming up in 2025. Just 
like on Earth, Saturn’s changing seasons are accompanied by changes 
in its weather.

Now, as reported by Fletcher et al., images captured by the  Mid-  Infrared 
Instrument (MIRI) aboard the James Webb Space Telescope (JWST) show 
how Saturn’s atmospheric dynamics have evolved since the  Cassini- 
 Huygens spacecraft ended its  13-  year investigation of the planet in 2017.

Launched in December 2021, JWST set its sights on Saturn in Novem-
ber 2022, with the goal of putting MIRI’s small fields of view to the test 
against the planet’s large size, rapid rotation, iconic rings, and unusually 
high infrared brightness compared with MIRI’s other targets. Research-
ers used MIRI to capture infrared images of Saturn bit by bit and create 
a mosaic map of Saturn’s northern hemisphere in summertime.

The images captured the structure of Saturn’s clouds and allowed 
researchers to measure the spatial distribution of different temperatures 
and chemicals in the atmosphere, revealing a number of notable sea-
sonal changes.

For instance, the images show that the planet’s north polar strato-
spheric vortex—a  high-  atmosphere circulation pattern of gases first 

detected by Cassini during Saturn’s spring—warmed during the sum-
mer; it should cool and dissipate as winter approaches.

The images also highlight a complete reversal of an airflow pattern in 
Saturn’s stratosphere that Cassini observed during the northern winter. 
At that point, large quantities of air rose to higher altitudes in the south-
ern hemisphere, crossed the equator, and sank to lower altitudes in the 
northern hemisphere, enriching the air in gases like hydrocarbons. Now, 
the MIRI data suggest that air is rising in the north and flowing south, 
creating a scarcity of hydrocarbons at northern latitudes. This seasonal 
circulation pattern may continue to change as fall approaches.

Because of MIRI’s exceptional sensitivity and its ability to capture 
wavelengths of light that Cassini could not, the new images also map 
the distribution of several gases for the first time, including water in the 
troposphere and ethylene, benzene, methyl, and carbon dioxide in the 
stratosphere. The new images also reveal high levels of ammonia at the 
equator, suggesting that Saturn’s equator may feature processes similar 
to Jupiter’s, which is also rich in ammonia.

Together these findings provide the first real glimpse into late sum-
mertime in Saturn’s northern hemisphere and demonstrate the 
advanced capabilities of JWST and MIRI. ( Journal of Geophysical Research: 
Planets, https:// doi .org/ 10 .1029/ 2023JE007924, 2023) —Sarah Stanley, 
Science Writer

Aurora Records Reveal Shortened Solar Cycle 
During Maunder Minimum

Sunspots change in number depending 
on how much magnetic activity the 
solar dynamo generates. But there’s 

not total chaos: These changes occur in a 
cycle, which lasts about 11 years on average. 
The Sun also experiences extended periods 
of low activity that can last for decades, called 
grand minima. The Maunder Minimum, 
which occurred between 1645 and 1715, is 
often viewed as an archetypal example of the 
Sun’s behavior during these abnormal peri-
ods.

Historical data on the Sun’s behavior 
during the Maunder Minimum, including 
records of sunspot activity and radionuclide 
deposition, are sparse and do not always 
align. To bolster knowledge of the solar 
dynamo during the Maunder Minimum, Yan 
et al. turned to a new source of data: observa-
tions of equatorial aurorae in Korean histor-
ical texts.

Korean historians kept meticulous records 
of events during the Joseon dynasty, which 
spanned the  14th–  19th centuries. These 

records include observations of the night sky, 
such as aurorae, which could be seen regularly 
during much of the Joseon dynasty because of 
a geomagnetic anomaly in the western 
Pacific. Aurorae are correlated with the solar 
cycle and happen more frequently during 
periods of high activity.

The researchers used an existing database 
of Korean historical records to analyze a set 
of 1,012 aurorae between 1620 and 1810. By 
noting when aurorae happened more and less 
frequently, they found a relatively short,  8- 
 year solar cycle during the Maunder Mini-
mum.

Their work adds to other sources of data on 
the Sun’s activity and provides evidence that 
the solar cycle was temporarily shortened 
during the Maunder Minimum. This change 
could indicate that the solar dynamo enters a 
distinct cyclic mode during grand minima, 
though why that happens remains unclear. 
(AGU Advances, https://doi .org/ 10 .1029/ 
2023AV000964, 2023) —Nathaniel Scharping, 
Science Writer

A large solar flare erupts from the Sun’s surface in 
this image from NASA’s Solar Dynamics Observa-
tory, taken on 7 March 2012. Credit: NASA/GSFC/
SDO
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CROSSWORD

Sounds Like Fun  By Russ Colson, Minnesota State University Moorhead 

Letters that appear in circles will spell out words related to the puzzle’s theme: sound and audio.

ACROSS
 1 Counterpart to sciences
 5 Carve, more commonly ending with “t”
 10 Moose, mule, and roe
 14 Survivor of climate catastrophe in the Bible
 15 Traditional transportation of the Minnesota 

Anishinaabe
 16 Start for pendent or cent
 17 Common way to order food (2 words)
 18 Neither dead nor inanimate
 19 What bad guys do to throats?
 20 One thing that infrasonic waves can reveal 

about the stratosphere (2 words)
 23 Hit the 4th note of the scale (solfège) at the 

14th letter of the alphabet? or a mix-up of 
Martinique’s most famous anti-colonialist 
philosopher

 26 Div. funding environmental biology within 
the <38 down> grant programs

 27 Absorb (with “up”)
 28 King or mode (2 words)
 29 Alternative to visual or written
 33 “In addition to” in Paris, “outlandish” in New 

York
 35 Pathway through which waves can travel 

a great distance due to back and forth 
refraction near the thermocline (2 words)

 39 Program or certificate preparing Engl. 
instructors for non-native speakers

 40 What one does with justice (with “out”)
 41 Org. that Finland joined in 2023
 45 One thing that echo soundings can reveal 

about the ocean (3 words)
 48 Like happy hearts or hearths
 51 Climate-influencing cycle, abbr.
 52 Is, when past
 53 Hawaiian staple made from taro root
 54 Scottish urge, or an aggressive ending 

for “ass”
 57 Charmingly dated
 59 One thing that ocean-based seismic 

reflections can reveal (by detecting 
sediment layers) that informs us about 
prehistoric climate change (3 words)

 64 Not a bass
 65 Escape through cunning
 66 Either something that holds tightly or 

something to let go of
 70 Reclines
 71 Margin
 72 Type of fist?
 73 Key component of telescopes and 

magnifying glasses
 74 Stream channel that, with climate change, 

becomes a ridge
 75 Between silt and gravel

DOWN
 1 Member of a superorganism?
 2 Hopper with a pocket, for short
 3 Children’s playground game
 4 Revealed
 5 CT or ultrasound
 6 Beginning for “era” that makes a volcanic 

word
 7 Inst. of higher learning

 8 Adored
 9 Oscar-winning writer and director Jordan
 10 Kind of golf
 11 Sign up. The mix-up with 50 down offers a 

hint for the circled letters
 12 Word wrangler?
 13 Enter text again
 21 Non-C material, abbr., or “Are you ___ ___ 

out?”
 22 Woodwind
 23 Refrain from eating
 24 Subtropical succulent
 25 Foolish bumblers
 30 Cops between AK and ME
 31 Thermodynamic counterpart to work, with 

letters mixed in the style of this puzzle
 32 Machine to turn wood
 34 Arm bone
 36 Ecologist and Sand County Almanac author 

Leopold
 37 Noble gas
 38 Belonging to a prominent granting agency, 

as in “The ___ mission is to advance the 
progress of science”

 42 Like a wrestler ready for a match, abbr.

 43 What one might shed
 44 Approximately ( 2 words)
 46 Girls with wool coats
 47 Was dressed in
 48 Disgust
 49 Position on a soccer team
 50 When you can’t look into Earth’s mysteries, 

you can ___. The mix-up with 11 down offers 
a hint for the circled letters

 55 Superhero movie actor Christopher
 56 Stories
 58 “Love Me Tender” singer
 60 Discard
 61 What monsters do under the bed
 62 Margin
 63 Meteorological counterpart to “back” (wind 

direction change)
 67 Investment option (abbr.)
 68 Scam
 69 This is it for this puzzle

See p. 14 for the answer key.
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